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ABSTRACT. Let X be a smooth scheme of finite type over a field K, let £ be
a locally free Ox-bimodule of rank n, and let A be the non-commutative
symmetric algebra generated by £. We construct an internal Hom func-
tor, Homg, 4(—,—), on the category of graded right A-modules. When &
has rank 2, we prove that A is Gorenstein by computing the right derived
functors of Homg, 4(Ox,—). When X is a smooth projective variety, we
prove a version of Serre Duality for ProjA using the right derived functors of
Tim Home, 4 (A/As . ).
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1. INTRODUCTION

Although the classification of non-commutative surfaces is nowhere in sight, some
classes of non-commutative surfaces are relatively well understood. For example,
non-commutative deformations of the projective plane and the quadric in P? have
been classified in [1] and [20], respectively.

Non-commutative P'-bundles over curves have not been studied as extensively
as non-commutative P?’s or non-commutative quadrics, but certainly play a promi-
nent role in the theory of non-commutative surfaces. For example, certain non-
commutative quadrics are isomorphic to non-commutative P'-bundles over curves
[20]. In addition, every non-commutative deformation of a Hirzebruch surface is
given by a non-commutative P!-bundle over P! [19, Theorem 7.4.1, p. 29]. Quo-
tients of four-dimensional Sklyanin algebras by central homogeneous elements of
degree two provide important examples of coordinate rings of non-commutative
Pl-bundles over P! [17, Theorem 7.2.1].

The purpose of this paper is to prove a version of Serre duality for non-commutative
P!'-bundles over smooth projective varieties of dimension d over a field K. Before
describing this result in more detail, we review some important notions from non-
commutative algebraic geometry.

If X is a quasi-compact and quasi-separated scheme, then Mod X, the category
of quasi-coherent sheaves on X, is a Grothendieck category. This leads to the
following generalization of the notion of scheme, introduced by Van den Bergh in
order to define a notion of blowing-up in the non-commutative setting.

Definition 1.1. [18] A quasi-scheme is a Grothendieck category Mod X, which we
denote by X. X is called a noetherian quasi-scheme if the category ModX is
locally noetherian. X is called a quasi-scheme over K if the category ModX is
K-linear.

If R is a ring and ModR is the category of right R-modules, ModR is a quasi-
scheme, called the non-commutative affine scheme associated to R. If A is a graded
ring, GrA is the category of graded right A-modules, TorsA is the full subcategory of
GrA consisting of direct limits of right bounded modules, and ProjA is the quotient
category GrA/TorsA, then ProjA is a quasi-scheme called the non-commutative
projective scheme associated to A. If A is an Artin-Schelter regular algebra of
dimension 3 with the same hilbert series as a polynomial ring in 3 variables, ProjA
is called a non-commutative P2. These definitions motivate the following

Definition 1.2. [19] Suppose X is a smooth scheme of finite type over K, &£ is
a locally free Ox-bimodule of rank 2 and A is the non-commutative symmetric
algebra generated by £ [19, Section 5.1]. Let Gr.4 denote the category of graded
right A-modules, let TorsA denote the full subcategory of GrA consisting of direct
limits of right-bounded modules, and let ProjA denote the quotient of GrA by
TorsA. The category ProjA is a non-commutative P-bundle over X.

Although no generally accepted definition of “smooth non-commutative surface”
exists yet, it seems reasonable to insist that such an object should be a noetherian
quasi-scheme of cohomological dimension 2. While an intersection theory for non-
commutative surfaces exists ([7], [12]), it has yet to be applied to the study of
non-commutative P'-bundles over curves. Mori shows [12, Theorem 3.5] that if V'
is a noetherian quasi-scheme over a field K such that
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(1) Y is Ext-finite,
(2) the cohomological dimension of Y is 2, and
(3) Y satisfies Serre duality

then there is an intersection theory on Y such that the Riemann-Roch theorem and
the adjunction formula hold.

We prove a version of Serre duality for non-commutative P!-bundles over smooth
projective varieties of dimension d over K. In the course of the proof, we show that
such a P'-bundle has cohomological dimension d + 1. Thus, the second and third
items on the list above are verified for non-commutative P'-bundles over smooth
projective curves. The author is currently using the techniques of this paper to
prove the first item on the list above holds for non-commutative P!-bundles.

We now describe the main results of this paper. Suppose A is as in Definition 1.2,
7 : GrA — ProjA is the quotient functor, w is right adjoint to =, and 7 : GrA — GrA
is the torsion functor. For any collection {C;; }i jez of Ox-bimodules, let e,C denote
the Ox-bimodule &C;;.

J

We prove the following version of Serre duality (Theorem 5.20):

Theorem 1.3. If X is a smooth projective variety of dimension d over K, there
exists an object w4 in ProjA such that for 0 <i < d+1 there is an isomorphism

Extf;,,ojA(W((’)X ® egA), M) = Extg;t)};i(M,wA)
natural in M. The prime denotes dualization with respect to K.

To prove this theorem, we apply the Brown representability theorem following
Jorgenson [9]. In order to apply the Brown representability theorem to prove our
version of Serre duality, we need to prove technical results (Theorem 4.13 and
Theorem 4.16) regarding the cohomology of the functor

(1) HomprojA(ﬂ'(O(i) ® emA), —).

Our strategy for studying the cohomology of (1) is indirect. We construct a
bifunctor, Homg, 4(—, —) (Definition 3.7) whose left input is a locally free A — A
bimodule and whose right input and output are graded right A-modules. We prove
the functor Homg, 4(—, —) enjoys the expected properties:

* Homg (A, —) = idgra,

e Homo (£, Homg, 4(C, M)y,) = Homgr 4 (L®e,,C, M) for an quasi-coherent
Ox-module £, and

o 7(—) = lim Homeg 4(A/A>n, —)

(Propositions 3.15, 3.10 and 3.19, respectively). Since A is not a sheaf of algebras,
Homg, 4(—,—) cannot be defined locally. Instead, we use the natural categorical
definition.

We can use the first two properties above to find an alternative description for

(1):

Homproja (m(O(1) ® €1, A), —) = Homera (O(3) ® e A, w(—))
= Homo (0(i), Home, 4 (A, w(=))m)
= Homo, (O(i), (w(=))m)
=T 00(-i) ® (w(=))m
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where I' : ModOx — ModI'(X, Ox) is the global sections functor. Since Rlw
(R 7)7 for i > 1 (Theorem 4.11), the cohomology of (1) is thus related to the
cohomology of 7. By the third property of Homg, 4(—, —) above, the cohomology
of (1) is thus related to the cohomology of lim Homg, 4(A/A>n, —). In order to
compute the cohomology of lim Homg, 4(A/As,, —), we use the following theorem

of Van den Bergh:

Theorem 1.4. [19, Theorem 7.1.2] Let Ox denote the trivial right A-module. The
sequence of Ox-A bimodules

(2) 0—-9®epi2A—E®epp1A—enA— Ox —0
whose maps come from the structure of the relations in A, is ezact.

In order to use this theorem, we prove, using a variant of the first property of
Home, 4(—, —) above, that each term in (2) to the left of Ox is Homg,4(—, M)m-

acyclic. We may thus use (2) to compute the cohomology of Homg, 4(Ox,—). In
fact, we prove that A is Gorenstein (Theorem 4.4):

Theorem 1.5. Let L be a coherent, locally free Ox-module. Then
Entl, ,(Ox, L@ et A) =0 fori # 2

and
LoOr, ifj=1-2,
@%,A(OXJ@ezA)j = Ql_2 1 )
0 otherwise
where Qi_z is the image of the unit map n: Ox — Aj_2;-1 ®A2‘72’l71 (See Section
2.1 for the definition of n).

Using this result, we compute the cohomology of the limit
lim HOmGrA(A/AZn, _)
n—oo

which, in turn, allows us to prove the technical results regarding (1) we need to
prove Serre duality.

1.1. Notation. Suppose we are given a diagram of categories, functors, and natural
transformations between functors:

LA
X {avy e zZ
~—7 ~—7
F’ G’

The horizontal composition of A and O, denoted © * A is defined, for every
object X of X, by the formula

(@ * A)X = G)F/X 9] G(Ax) = G,(Ax) o @Fx.

Suppose A is an abelian category. If C is a localizing subcategory, we let 7 :
A — A/C denote the quotient functor, w : A/C — A denote the section functor and
7 : A — C denote the torsion functor.

We let Ch(A), K(A) and D(A) denote the category of cochain complexes of ob-
jects of A, cochain complexes of objects of A with morphisms the chain homotopy
equivalence classes of maps between complexes, and the derived category of A, re-
spectively. We will sometimes just write Ch, K and D. We will write Q : K — D
for the localization functor. If F' : A — B is a left exact functor between abelian
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categories whose derived functor exists, we will write RF for the derived functor
of F.

Throughout, we let X denote a smooth scheme of finite type over a field K, and
we let ModX denote the category of quasi-coherent O x-modules.
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2. NON-COMMUTATIVE SYMMETRIC ALGEBRAS AND P!-BUNDLES

2.1. Preliminaries. We remind the reader of some definitions from [19]. A coher-

ent Ox-bimodule, &, is a coherent O x2-module whose support over both copies

of X is finite. An Ox-bimodule is a direct limit of coherent O x-bimodules.
Fori=1,2and1<j<[<3letpr;: X? - X and pry; X3 — X? denote the

standard projections. Let d : X — X x X be the diagonal map and let Op = d,.Ox.
If £ and F are Ox-bimodules, define the tensor product by

ERoy F = priz«(pris€ ®@o.s prasF).

If M is an Ox-module, define M ®p,, € by pra.(priM ® £). In what follows, we
will drop the subscript on the tensor product.

Let po : E® Oa — &€ and pp : Oa ® € — £ denote the left and right scalar
multiplication morphisms (see [14, Proposition 3.7, p. 35] for the definitions).

A coherent Ox-bimodule £ is said to be locally free of rank n if pr;.£ is
locally free of rank n for i = 1,2.

We shall use the following result without comment in the sequel.

Proposition 2.1. [19, p. 6] If € is a locally free Ox -bimodule of rank n, there exists
a locally free Ox -bimodule £*, the dual of £, of rank n and natural transformations

ne : idmodx — (* ®5) ®E*
and

es: (—®EY) ®E — idmodx
such that (— ® &, — ® E*,ng, eg) is an adjunction.

Consider the composition of functors
(3) — @ Oa — idMoax = (@ E)(-®EY) = —® (E®EY)

whose left arrow is induced by scaler multiplication and whose right arrow is induced
by the associativity isomorphism ([17, Propostion 2.5, p. 442]). By [19, Lemma
3.1.1, p.4], this morphism of functors corresponds to a morphism Op — & ® £*.
We will often abuse notation by referring to this morphism as 7. Similarly, there is
a morphism € : £*® E — Oa induced by €g. the maps n and € are monomorphisms
and epimorphisms, respectively [19, Proposition 3.1.1, p. 7]

Let F=—®¢& and let E* = — ® £*. By Proposition 2.1, the compositions

. Ex E .
EldModX i> EFE*E L ldMode

and

nE*E* E*xeg
- _

idmodx E* E*EFE* E* idmodx
equal F and E* respectively. As a consequence, one can show that the compositions

£ oeE L (o es —2

ER(E ®E) 2 0y L2
and
-1 - ~
g oL g g0 S e (EREY) —
(ERERE L, O e~ &
whose central isomorphisms are associativity isomorphisms, equal £ and £* respec-
tively.
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Remark: In what follows, we will abuse the notation we have introduced above.
Suppose £ and F are locally free finite rank Ox-bimodules. As an example of the
abuse which follows, we will write

ELEREREL (EQFRF)RE RE

instead of

(E@N)B®ET)RE
_—

£ =2 . 0a0E 2 coe)aEe ! (E@(FRF))QE)DE.

We will also use, without further comment, the fact that the category of Ox-
bimodules together with the tensor product forms a monoidal category. Hence, the
coherence theorem for monoidal categories holds, so that any diagram whose arrows
are associativity isomorphisms commutes. As another example of the notational

abuse we will be guilty of, if ¢ : £ — F, we will write £ ® £ 2 F ® & instead of

c0e ™ roc.

In addition, we will sometimes omit tensor product symbols, and will write Ox
instead of Oa where no confusion arises.

If £ and F are locally free, finite rank Ox-bimodules, there is an isomorphism
- QERF) = (—®E&)®F of functors from ModX to ModX ([17, Propostion
2.5, p. 442]). Thus, there exists a canonical choice of unit,  and counit, €, making
(—®(EQRF), (—E*)®F™*,n, €) an adjunction, and there is a canonical isomorphism
P (—RF*)QRE* — —R(E®F)* (see Lemma 6.1 for more details). The composition

—RFRE) = (—F)RE" hA - R (ERF)*
whose left arrow is the associativity isomorphism, induces an isomorphism
(4) F'Q& - (EQF)*
by [19, Lemma 3.1.1, p.4].

Definition 2.2. If g : C — D is a morphism of coherent, locally free O x-bimodules,
the dual of g, g* : D* — C*, is the composition
D Lprecec VY prepect -t
We will need the following result to prove Proposition 3.6.
Lemma 2.3. Let
Ox —— Q 2 exe
be a factorization of the unitn: Ox — ERE™, where Q is the image of n in EQE*.
Let § : Q* ® £ — & denotes the isomorphism

o0& ont, 00 — ., QO*€ e
Then the diagram
& 1, Qo€
T
EEXE — EETQ*E

commutes.
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Proof. Tt suffices to show the outer circuit in the diagram
Ox —— QQ" —— &&Q

L b e

EEF —— £ —— £E¥OQF

n i1

commutes. The left square commutes by functoriality of the tensor product.

prove the right square commutes, it suffices to prove

-1

008 —1— 0o
o] I
0QQ* £ETQF
EETQQ* - EEFOQ*
commutes, where we have used our convention that
n:QQ" — £ETQQ”
denotes the composition

00" °* ", 0o+ 129, c£r 00"

Thus, it suffices to show

ou’ll lou’l luél

09 —— 00 —— EE*O
i1 n

To

commutes. Since pp : OO — O equals pp : OO — O, the diagram commutes by

the functoriality of ®.

O

2.2. The algebra A. We now review the definition of non-commutative symmetric

algebra, and we study some of its basic properties.

Definition 2.4. [19, Section 4.1] Let £ be a locally free Ox-bimodule. A non-
commutative symmetric algebra in standard form generated by £ is the

sheaf Z-algebra @& .A;; with components

ijez
o A =0x
o Aiiy1=E",

A;_1; is the Ox-bimodule

-2
Ig::i-Ai,iJrl Q- QA-1k ® QU @ Apyok13® - @ Aj_1j,

and Q; is the image of the unit map Oa — A; i+1 ® Aiq1 42, and
o A;=0ifi>j

Aij=Aiit1 ® - ®Aj_1j/Rij for j > i+ 1, where Rij; C A;ip1 @ -
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and with multiplication defined as follows: for i < j < k,
Ai,i+1 (SR ®Aj71’j Aj,j+1 ®'-'®Ak71’k
&
Rij Rk
~ Aiir1 ® - @ Ap—1
Rii ® Aj,jJrl PR Akfl,k + Ai,i+1 K& .AJ;L]' X Rjk

by [14, Corollary 3.18, p.38]. On the other hand,

Aij & Ajk =

R Z2Rij QA j1 @ A1+ Aiit1 ® - @ Aj_1;  Rju+

Aiig1 @ QA 2,1 ®Qj—1 ®Ajq1j42® -+ @ Ap—1,k-
Thus there is an epi p;;p, Aij Y .Ajk — Aip.

If i = j, let pijr + A ® A — Ai be the scalar multiplication map op :
Oa ® Ay, — Ag. Similarly, if j = k, let pir + Aij ® Aj; — Ay be the scalar
multiplication map po. Using the fact that the tensor product of bimodules is
associative, one can check that multiplication is associative.

We define ey A>pyrn to be the sum of Oy2-modules ®epApynt; and As, =
%(ekA)szrn. We define A<,, similarly. If A;; = 0 for ¢ > j, we write A,, instead
of .Agn.

Remark: Instead of writing s : Aij ®Ajx — Ak, we will write pr. Furthermore,
if M is a right A-module, we will sometimes write p for every component of its
multiplication.

We will use the fact that A;; is locally free of rank j — ¢+ 1 [19, Theorem 7.1.2]
without further comment.

The proof of the following result is similar to the proof of [3, Proposition 7, p.18],
so we omit it.

Lemma 2.5. Let B, B', C and C' be Ox-bimodules such that B C B’ and C C
C'. Suppose, further, that either B/B' is locally free or C/C’ is locally free. If
(B C')N (B ®C) denotes the appropriate pullback, the natural morphism

BeC— Bal)Nn B xC)
is an tsomorphism.
We will need the following lemma to prove Proposition 3.6 and Theorem 4.4.

Lemma 2.6. If o : Qp — Aki+1 ® Apyix+2 denotes the inclusion map, the
composition

o PRARL1 k42
A ® Qi — Al © A ki+1 © Ap41 k42 — Al i1 @ At 2

1S monic.
Proof. We need to show that the pullback of the diagram
ker 4 @ Apy1,x42

l

A, ® Qp — A @ Ak o1 @ A1, k12
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of inclusions is trivial. Letting R = Ry @ A k+1 ® Agt1,k+2, this is the same as
showing, by Lemma 2.5, that the pullback of the diagram

R+ALI+1® QA2 k- 10Qk—1 0 Ak4+1,k+2
R

l

R+AALI+1Q@Ak_1, 0k AL1+1® QAR k+1®Ak41, k42
R R

of inclusions is trivial. Since tensoring with a locally free Ox-bimodule is exact, it
suffice to show that the pullback of the diagram

Qi1 ® Akt1,k+2
(5) |
A1 ® Q. —— Ak—15 © A g1 © Ag1,5+2

of inclusions is trivial. However, since the sequence

0— Ap1 k@4 1@ Akt 1 k12 — Ap—1 k@ Ak k410 Akt k2 = Ak—1542 — 0

whose left arrow is inclusion is exact, Ap—1 1 ® Qi + Q-1 @ Ap+1 k42 is locally free
of rank 4. Thus, since the pullback of (5), P, is the kernel of a short exact sequence

0—-P— Qr1 @ Apy1 k42P Ap—1 ® O — Qi1 @ Apy1 k12 + Ak—1. ®Qr — 0
P is locally free of rank 0, i.e., P = 0 as desired. O

We now present a definition and Lemma which will be useful in the proof of
Lemma 3.18. Recall that the objects of GrA are sums ® M; of Ox-modules with
i€z

a graded right A-module structure.

Definition 2.7. Let M be an object of Gr.A. The submodule of M generated
by M;, M?, is the graded A-module with M? = im y;;, and with multiplication
defined as follows. On the diagram

im e @ A —— M; @ Aip @ Ay —— M; @ Ajj

l l l

Mk®Akj —_— Mk®Akj R ./\/lj R Cokuij

whose left vertical is induced by inclusion, whose bottom right-most horizontal
is the cokernel of p;; and whose other unlabeled maps are multiplication maps,
consider the path starting at the top center and continuing left. Since the right
square commutes, this path is 0. Since the upper left horizontal is an epimorphism,
the path starting at the upper left is 0. By the universal property of the cokernel,
there is a morphism

M, @ Ay = im i ®@ Agj — im

denoted p?,. The collection {4 ;}r<; gives M* a right A-module structure.
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Lemma 2.8. Let M be an object of GrA. For i < j and for k € Z, Let (¢i;)i
im pi, — im ;i be the canonical morphism induced by the associativity diagram

M; ® .Aij X .Ajk — M; @ A

l l

M i ® .Ajk R My
whose arrows are multiplication. Then ¢;; : M* — M7 is a morphism of right

A-modules making {M?, ¢;;} a direct system. Furthermore, the direct limit of this
system is M.

2.3. Generators for D(ProjA4). The purpose of this section is to construct a set
of generators for the derived category of a non-commutative P'-bundle Proj.A,
D(ProjA). We will later prove (Theorem 4.16, Proposition 5.12) these generators
are compact.

In order to construct a set of generators for the category D(Proj.A), we must first
study generators of the category GrA.

Definition 2.9. A locally noetherian category is a Grothendieck category with
a set of noetherian generators.

Lemma 2.10. [16, Exercise 5.4, p.56] In a locally noetherian category, every finitely
generated object is noetherian.

Lemma 2.11. If C is locally noetherian, any object M of C is the direct limit of
its moetherian subobjects.

We remind the reader that an object in GrA is torsion if it is a direct limit of
right-bounded objects.

Lemma 2.12. If GrA is locally noetherian, an essential extension of a torsion
module in GrA is torsion.

Proof. Suppose M is torsion, and let F be an essential extension of M. Since Gr.A
is locally noetherian, F is a direct limit of its noetherian subobjects by Lemma
2.11. Let NV be a noetherian subobject of F. Then N N M is torsion, hence right-
bounded since N is noetherian. Thus N>, N M = 0 for n >> 0, whence N is
right-bounded. (I

Lemma 2.13. If GrA is locally noetherian and M is an object in GrA, M is
torsion if and only if every noetherian subobject is right bounded.

Proof. Since GrA is locally noetherian, any object M in GrA is the direct limit of
its noetherian subobjects by Lemma 2.11. Thus, if every noetherian subobject is
right bounded, M is torsion.

Conversely, suppose M is torsion. Since TorsA is closed under subquotients,
every noetherian subobject A/ of M is torsion. Since N is torsion, it is a direct
limit of its right bounded submodules. On the other hand, since A is noetherian,
it is a direct limit of finitely many of its right bounded submodules. Thus, N is
right bounded. O

Corollary 2.14. If GrA is locally noetherian, M is an object of GrA which is not
torsion and M € Z is given, there exists an m > M and a noetherian subobject N
of M generated in degree m which is not torsion.
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Proof. Since M is not torsion, Lemma 2.13 implies that M has a noetherian sub-
object N which is not right bounded. If, for all m > M, N>, were torsion, then
since N>, is noetherian, N>, would be right bounded. This contradicts the fact
that A is not right bounded. O

The following lemma is a variant of [17, Lemma 3.4, p. 450].

Lemma 2.15. Let M be an Ox-module, let N be a graded A-module and let
u: Agp — ex A be the inclusion morphism. Then there is an isomorphism

Homga(M ® epA,N) — Homo . (M, Ny,)
given by sending f € Homg,4(M ® ex A, N) to the composition

MEMe Ay B Mo e AL N
The inverse is given by sending g € Home,, (M, N}) to the composition

M@ e A TSN @ ep A N

Lemma 2.16. Let N be an object of ModX. If N is noetherian, N ® e A is a
finitely generated graded A-module.

Proof. Suppose there is an epimorphism
P M —NoeA
i€l

of graded A-modules with I countable (the notation M; here is the ith A-module,
not the ith graded piece of a graded A-module M). If we identify N with N ® Ay
and M; with its image in N ® e;.A, we find that

U_ M;NN =N.
i€l
Since N is noetherian, there exists a finite set I’ C I such that (J,, M; NN = N.

Thus, the restriction @, ;, M; — N ®ey.Ais an epimorphism of graded .A-modules,
as desired. (]

Lemma 2.17. Let X be a scheme such that ModX is locally noetherian with noe-
therian generators {M;}icr. If GrA is locally noetherian, {M; ® exA}icrkez is a
set of noetherian generators of GrA.

Proof. By Lemmas 2.16 and Lemma 2.10, M; ® exA is noetherian. By Lemma
2.15,

(6) Homop (M“Nk) = HOmGrA(Mi X €kA,N).

Thus, if N # 0, then the left hand side of (6) is nonzero for some i € I,k € Z since
{M;}ier generates ModX. Thus, the right hand side of (6) is nonzero for some
iel,kel. O

Definition 2.18. A category B satisfies (Gen) with a set of objects {55; m }i,mez
(in B) if, for any C* in D(B) with h"C* # 0 then

HOHID(B) (ma{—n},c*) 7é 0
for i,m >> 0, where {—} is the suspension functor in D(B).

The following result is a variation of [9, Lemma 2.2, p.712].
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Proposition 2.19. If GrA is locally noetherian then ProjA satisfies (Gen) with the
collection {m(Ox (i) ® em A){n}}immez-

Proof. Let C* € D(ProjA) have h™" C* # 0. Given M, I € Z, we claim there exist
m > M and 7 > I such that

HomD(ProjA)(OX(fi) ® enzA{*n}vC*) # 0.

To prove the claim, we first note that C* is a complex over ProjA so D* = wC* is a
complex over GrA and C* = 7wC* = 7D*. Since 7 is exact and h"™ C* # 0, h" D* is
not torsion.

By Corollary 2.14 there exists an m > M and a noetherian submodule N of
h"D* generated in degree m which is not torsion. Let 1 be the composition

nyk 4 ngy* ngy*
(Z"D* )y — (A"D* ) — (W"D* /N ) -
whose left arrow, ¢, is the quotient map. The image of the kernel of ¢ in (h"D*),,
is M,,,. Since X is noetherian, ker is the direct limit of its coherent submodules,
and the image of some such submodule, M, under § must generate a non-torsion

A-submodule N’ of A/. By [5, Corollary 5.18, p. 121] there exists an integer ig
such that for ¢ > iy there is an epimorphism

%Ox(—i) - M — N/m.

1 . 7 v
The image of some summand must generate a non-torsion A-submodule N of A/
Thus, there is a nonzero morphism

(7) Ox(=1) = (2" D")m — (" D*)m
whose image equals ./\/';,/l Tensoring (7) by en.A gives a map of complexes
Ox(—i) ® e A{—n} — D*

whose induced map in cohomology has non-torsion image. (Il
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3. INTERNAL TENSOR AND HOM FUNCTORS ON Gr.A

Definition 3.1. Let BimodA — A denote the category of A — A-bimodules. Specifi-
cally:

e an object of BimodA — A is a triple

(C = {Cij}ijer {Mijk }ijken, {Vijk Yijkez)
where C;; is an Ox-bimodule and p;ji : Cij ® Ajr — Cir, and 55+ Aij @
Cjr — C;i are morphisms of Ox2-modules making C an A-A bimodule.
e A morphism ¢ : C — D between objects in BimodA — A is a collection
¢ = {i;}ijez such that ¢;; : C;; — D;; is a morphism of Oxz-modules,
and such that ¢ respects the A — A-bimodule structure on C and D.
Let BimodOx — A denote the full subcategory of Bimod.A— A consisting of objects
C such that for some n € Z, C;; = 0 for ¢ # n (we say C is left-concentrated in
degree n).
Let B denote the full subcategory of Bimod A — A whose objects C = {C}; }i jez
have the property that C;; is coherent and locally free for all ¢, j € Z.
Let GrA denote the full subcategory of B consisting of objects C such that for
some n € Z, C;; = 0 for i # n (we say C is left-concentrated in degree n).

In what follows, we usually omit indices on multiplication morphisms.
3.1. The internal Tensor functor on GrA.

Definition 3.2. Let C be an object in BimodA — A and let M be a graded right .A-
module. We define M® ,C to be the Z-graded Ox-module whose k-th component
is the coequalizer of the diagram

C
O @ (M ® Aim) ® o HMEC s M @ Con
m

n
8) M®ucl l:
EPMZ ® Clk — @Mm ® ka~
= m
Let C be an object in BimodA — A and let D be an object in BimodOx — A

left-concentrated in degree n. We define D ,C to be the Z-graded Ox2-module
whose k-th component is the coequalizer of the diagram

®C
& & (Dt @ Aim) @ Coo s ®Dnm ® Cok
m m

) Dene | |-
E?Dnl ® Clk E— @Dnm X ka'
= m

Since each component of D® ,C is a quotient of a direct limit of Ox-bimodules,
each component is an Ox-bimodule.

Proposition 3.3. If M is an object in Gr A, C is an object in Bimod A— A and D is
an object in BimodOx — A, then M® ,C and D& ,C inherit a graded right A-module
structure from the right A-module structure of C, making —® ,C : GrA — GrA and
—®4C : BimodOx — A — GrA functors.
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Proof. We only prove the first claim. We construct a map
(10) pij 2 (M@ 4Ok @ Agj — (M@ 4C);,

i.e., we construct a map from the coequalizer of

? S (M @A) @ Cink) @ Ap;j —£ B(Mup, & Cin) ® Apj

(11) ul l:
EIB(MZ ® Cii) ® Ay - B(Myn @ Crni) @ Ag;

to the coequalizer of

E? D ((Ml by Alm) & ij E— @Mm (39 C’rnj

(12) ul l:

EPM[ X Clj —_— M, ® ij.
m

We think of (11) and (12) as the top and bottom, respectively, of a cube whose
vertical arrows are induced by multiplication maps. In order to construct a map
(10), it suffices, by the universal property of coequalizers, to prove that the vertical
faces of this cube commute. The diagram

GJ;@((M@AM)@CM)@AM —— O(Mp ® Cink) ® Ag;j

l l

©O0 (M1 @ Aim) ® Crnj e BMy, @ Cpnj

m
whose arrows are induced by multiplication, commutes by functoriality of ®. In
addition, the diagram

Gla D ((Ml ® -Ahn) & ka) & Akj — GZB(MZ ® Clk) ® .Akj

! |

® 0 (M; @ Aim) @ Cryj _ elBMl ® Cij

whose arrows are induced by multiplication, commutes by the associativity of A—.A-
bimodule multiplication. Thus, by the universal property of coequalizers, there
exists a map
fij 2 (M®4C)k @ Agj — (M 4C);-

The fact that p is associative and compatible with scalar multiplication follows
from the fact that the right A multiplication on C is associative and compatible
with scalar multiplication.

The proof of the functoriality of —® ,C and M® ,— is straightforward, and we
omit it. (]

We now establish some important properties of ® ,.

Lemma 3.4. If £ is an object of ModX and D is an object in Gr A, there is an
isomorphism of right A-modules

(L®D)® € — L (D 4C).
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natural in C.

Proof. The proof follows from the associativity of the ordinary tensor product of
bimodules, and we omit the details. ([l

Proposition 3.5. If M is an object in GrA, multiplication induces a natural iso-
morphism M® 4A — M in GrA. If C is an object in BimodA — A, multiplication
induces a natural isomorphism e; A® ,C — e;C.

Proof. The proof of the second result is similar to the proof of the first result, so
we omit it. We first prove puas : @ ® My, @ A — My is the coequalizer of
k m k

a=pupm@A

% ? BM; @ Ain) @ Ak

(13) BZM@#AJ, l:
%?Mz@flm —_— %@Mm@)Amk

%@Mm(@/tmk

which will prove that multiplication induces an isomorphism M® A — M. We
will then prove that this isomorphism is natural.

Part 1: We show pipg : ® B My @ A — OMy is the coequalizer of (13).
k m k
In order to show pn : @ & M, ® A — ®My, is the coequalizer of (13), it
k m k

suffices to prove that given a diagram

O S(M ® Aim) ® Amt —"— &S M ® A I, Dy

<14> | bk

SEM; ® Ay _— SMy, — @©Dy
k 1 K k g k

of right A-modules such that fa = f3, there exists a unique g making the right
square commute. Notice that the right square in (14) commutes by associativity of
right .A-module multiplication.

Let d; denote the composition

1
My ko, Mg @ Agr — G My, @ Ak
m

whose right arrow is inclusion, and let § = ®J. It is easy to see that pa0d = id -
k

Let
7:§§@(Ml®Alm)®Amk—@@Mm@flmk

denote the map —(3 + a — 5.

Part 1, Step 1: We prove the map v is an epimorphism. To show that - is an
epi, it suffices to construct a map

CI%@Mm(@Amk — %EP@(Mm(@Aml)@Alk
such that v¢ = —id. Let {; be induced by the composition

—1
Ami "% Ar @ Apr, — ?Amz ® Ak
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whose right composite is inclusion of a summand.

Now, 7¢ = (= + a — dumB) = —B¢ + al — dpmfBC. We notice that (80)s
equals the composition

-1

BMp @ Api S EMp @ (A @ Ai) = @ S M @ (A @ Aip) &

m I m

whose second arrow is inclusion in a direct summand. This composition is the
identity map. Next, we compute a(. Since the diagram

DM, @ Ak L PM,, ® (Amk X Akk) Em— ? oM, (Amz X Alk)

m m

“Ml l#M@Akk lak

My, — M @ Ak e EZBMZ ® A

po~1

whose top horizontals compose to give ( and whose bottom horizontals compose to
give 0y, commutes, a( = duprq. Thus, ¢ = —5¢ = —id as desired. Thus 7 is an epi.

Part 1, Step 2: We prove

S S(Mi ® Aim) © Ami e, & M @ A

(15) 1| |=

S P My Amik —— DO M, @ Api
k m Spum—id k m

commutes.
Using computations from Step 1, we have
(Oppg —id)y = Spupm (=B + o — SumB) — (=B + a — dumpB)
= —6pmB + dpma — dpupmopmpB + B — a+dpuamfB
—O0pmB + oppma — opmpB+ B —a+opmp
=dppma—dumpB+p—a

since paq0 = id.
By the commutivity of the right square in (14) dupa = Sum B, ie. dupm(a—0) =
0. This establishes the commutivity of (15).

Part 1, Step 3: We prove that the map g = f6 makes the right square in (14)
commaudte.

We show that gua = f, ie. foum = f, or f(0ua —id) = 0. The fact that
f(dpuam —id) = 0 follows from the commutivity of (15) and the fact that + is an
epi. These results were established in Step 2 and Step 1, respectively.

Part 1, Step 4: We prove g = f6 : M — D is unique such that gum = f.

Suppose g'urs = f. Then ¢’ = ¢’ upd = fo=g.
We may conclude from Part 1 that multiplication g : DM, @ Ak — B My
k m k

induces an isomorphism M® ,A — M
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Part 2: We show that the isomorphism M® 4 A — M constructed in Part 1 is
natural in M.
Let ¢ : M — N be a morphism in GrA and consider the induced diagram

DDOm @ Amk

km

?@Mm@@Amk %@J\fm(@flmk

d |

M@ 4 A — N@ A
! !
M — N

¢

whose bottom verticals are induced by multiplication, whose middle horizontal is
induced by the top horizontal, and whose top verticals are the cokernels of the
diagram defining ® ,. Notice that the composition of the left verticals is ur and
the composition of the right verticals is pa-. We must show that the bottom square
of this diagram commutes. We know the outer square commutes since multiplication
is natural, and we know that the top square commutes since the middle horizontal
is induced by the top horizontal. This implies that

OO M ® Ami s M@ A —— M

! l

Ne A —— N
commutes. Thus, the bottom square of the first diagram commutes since v is an

epi. O

Proposition 3.6. Let L be a coherent, locally free Ox-module and let N be an
object of GrA. The inclusion A>qy — A induces an epi

HomGrA(N@AA, LReA) — HomGrA(N@AAzl, LReA).
Proof. Let ¢ : J\/@AAzl — L ® e; A be given. It suffices, in light of Proposition
3.5, to construct an A-module morphism 1 : N' — £ ® e; A such that

N@ 4 A1 —2, L ®eA

(16) :T Tw
N@AA21 T N

commutes, where we have abused notation by letting p : N@ AA>1 — N denote
the morphism induced by multiplication

©® @k/\[m @ Amr — %Nk

k m<

By the definition of the graded tensor product, the map ¢ corresponds to a map

m<k
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such that
4 A
B (N ®Ap) ® A 2222 & Ny @ A
m<k m<k

(17) N@,Ml l:

DN @ Ay, —— BN QA —— LA

<k = m<k Yk
commutes.

Step 1: We construct the components of 1. To define the kth graded component
of 1, notice that the diagram

N ® Qp —— N ® (Ak k1 @ Apg1p42) —— N @ Ag gt2
'ch+1®-Alc+1,k+2J( l”{k+2
LA k+1 @ Akt1, k42 — L&A 2

whose right horizontals are multiplication maps and whose left horizontal is induced
by the inclusion Qp — Ak x+1 ® Ag+1,x+2 commutes, and hence factors as

N ® Qp —— N @ A k1 @ Apg1 k12— Nip @ Ag kg2
P R "
kerpy —— LA pr1 ® Apg1 kto — L&A pio.
Let
k—

1
R = El A1 ®-- A1, ® Qi ®Aitoit3® -+ @ Ak k+1 ® Ak41 kt2-

By [14, Corollary 3.18, p.38], there is a unique isomorphism
LOR+LIAI+1® Q@ Ap_11:® Dy

C:ker p —

LRR
making the diagram
ker —— LA g+1 © Apt1,k42
¢| |
LORFLOALI4 10 @ AL—1,: Ok LOAL1110 O A o1 DAt 1,k42
LR LR

whose right vertical is the canonical isomorphism from [14, Corollary 3.18, p.3§]
and whose horizontals are inclusions, commute.

Letting RN A 141 ® -+ @ Ag—1,5 ® Qi denote the appropriate pullback, the
canonical morphism

k=2
Z Api41® QA1 0Q;®Ai12,i43R - - QAR_1 19k — RNA1+1® - QAk_1 1 Q9
is an isomorphism by Lemma 2.5. Hence, there are isomorphisms
R+A+1® - @ Ap—1,1: © Qi = A1 @ @ Ap—11 @ Qe
R RONAL 41 @ @ A1k ® Qi

= A © Q.

(19)
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Thus, the morphism

LAIR+LRA e ® A
(20) Nk®Qkaerui QR+L® z,lz1®®R ® Ay 17k®Qk*’£®Alk®Qk

whose rightmost arrow is £ tensored with (19), gives a morphism
N ®Qp — LA @ Q.
Tensoring this morphism with Qj gives a morphism
Ne ® Qr ® Qf — L& Ay @ Qr @ Q.
Since Qy is invertible, we thus get a morphism

Yt Ny — L&A .

Step 2: Let Q = Qp, € = A1 and let o : Q@ — £ @ E* denote inclusion.
We show the diagram

NMe®Q — 5 MEERE — N, QERE*
¢k®QJ, JV%+1®S*

LROAL®Q — LOARRERE" T) LA k1 RE

commutes. Consider the diagram

N Q — NREET
l%ﬂ
keru — E.Al,k_;,_lg*
: B
LA GAM® —y A& LA
G

LA 141 Ar—1,£2 *
ROAL T An 2O LAQ — LALEE

whose two middle two horizontals are induced by inclusion, whose upper left vertical
is the left vertical in (18), whose lower left vertical and horizontal are induced by
(19) and whose other unlabeled isomorphisms are both the canonical isomorphisms.
Since the left column of this diagram composed with the bottom left horizontal in
the diagram equals ¢, tensored with Qp, it suffices to show the outer circuit of the
diagram commutes. Since the top two squares of the diagram commute, it suffices
to show the bottom circuit commutes. This follows from the commutivity of the
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diagram
Avig1- - Apm10Q —— R+ Aipr - Ar—1,69Q
al |
(21) Ak Aviyr---&*
al lu
Apger —— A€

whose unlabeled arrows are canonical inclusions. As the reader can check, the com-
mutivity of (21) follows from the associativity of multiplication.

Step 3: Keep the notation as in the previous step, and let 6 : Q* @ € — & de-
note the isomorphism defined in Lemma 2.3. We show the diagram

Ne®E —— Npy®E

(22) wmsl lyk‘*’l
LROARRE T) L&A k+1

commutes. We first prove the rectangle consisting of the diagram
NE —1 o NQQ*¢ —%— NEEQE —— NEE*Q*E

(23) et [roore |werere
LAE - LA QQO* — LAREEQ*E — LA 1EQ*E

to the left of the diagram

NEE*Q*E —° . NEEE — NE

(24) ’Yk+15*Q*Sl J/'Yk+]g*£ J/’Ykﬁ»l
LA p41E7Q*E — LA 1E7E — LA k41

commutes. For, the left square in (22) commutes by the functoriality of the tensor
product, the right rectangle in (22) commutes by Step 2, and the squares in (23)
commute by the functoriality of the tensor product. The top row of the rectangle
consisting of (23) to the left of (24) is the identity morphism by Lemma 2.3. Thus, in
order to show (22) commutes, it suffices to show the bottom route in the rectangle
consisting of (23) to the left of (24) is equal to the multiplication morphism g :
LA ®E— LR A k+1. Thus, it suffices to prove that the diagram

ApE —1— A QQ*E —%— AREEFQE

) d g

Al,k+1 % »Al,k+15*5 ‘T Al,k+1g*Q*5
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commutes. By functoriality of the tensor product, the diagram

ApEE*Q*E — 2 ALEE*E
a [
A 1 E7QE — Apg41EXE
commutes. Thus, to prove (25) commutes, it suffices to prove
ApE —1— A QQ*E —— AREETQE

(26) 3 |5

.Alk A — Al,k+1g*5 S .Alkgg*g
€ 12

commutes. By Lemma 2.3, the composition of the first three maps of the top route
is induced by the counit n : &€ — ££*E. Thus, it suffices to show the left square in

A€ — L1 AREE*E —— ARE
ul y lu
Ajk+1 — Al p1E°E — Al k41

commutes. The right square commutes by functoriality of the tensor product. Since
1 composed with the top route of the right square is p : A€ — Ai k41, while n
composed with the bottom route of the right square is the top route of the left
square, the left square commutes. Thus (26), and hence (22), commutes.

Step 4: We show v is an A-module morphism. Since (22) commutes by Step
3, the two right hand squares of

2 n =
Ni—1Ag-1r —— N —— Nedppr1 Aoy —— Nedppr AL
’Ykl lwk lwk-Ak,kJrlAz,kJrl l'yk+1~’41t:,k+1

LAg  —— LA — LAk Ak k1A 41 — LA g1 AL g1

commute. Since the bottom horizontal is monic by Lemma 2.6, in order to show

the left square commutes, it suffices to show that

(27)

Nio1 ®@ A1 —2— Ny —1 s N ® Ak k1 @ Af g
’Ykl l7k+1®A:,k+l

LOA —— LOA @At @ Afpyy —— LA @A 4y

commutes. Since (17) commutes, the diagram

Nm & -Am,k—l & Ak—l,k L’ Nm o2 Amk

)| [

N1 @ Ak—1k — LA
Yk
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commutes. Thus

N1 @ Ap 1 @ Ap i1 — N ® Appr
’Yk®Ak,k+1J/ l"/k+1
L& AL ® Ap k+1 —— LAkt

commutes. By tensoring this diagram on the right by A} ; | and precomposing on
the left with the diagram

N1 @ Ap—1k —— N1 @ Ap—1k @ Ap k1 © Af g
’Ykl JV’Yk®Ak,k+1®AZ,k+1

LA E—— LA LR Ak k+1 ®Az,k+1

whose horizontals are counits, it is readily seen that the left hand square in (27)
commutes. We note that ¢ is an A-module map since the left hand square in (27)
commutes and (22) commutes. Since A is generated in degree 1, the result follows.

Step 5: We show (16) commutes. We must show

Nm®-/4mk L> Nk

(28) :l lwk

N @ Ay ——— [:®.Al7k
Tk

commutes. In order to prove (28) commutes, it suffices to show

N @ Amjm1 @ Ap—1p —— Nop @ Ay —— Ni

| o

Nin @ Ay —— L@ A

Yk

commutes, since the left horizontal is an epi. Since A-module multiplication is
associative, the diagram

N @ A k-1 @ A1 —— N @ Ak

l !

Ni—1 @ Ap—1 i —_— N
whose arrows are multiplication maps, commutes. Since (17) holds, the diagram

Nm & -Am,k—l & Ak—l,k E— Nm b2 Amk

(29) l l%

Ni—1 @ Ap—1k — LAy
Tk
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whose unlabeled maps are multiplication maps, commutes. Thus, to prove (28)
commutes, it is enough to show

N1 @ Agmr e —— Ny

(30) :l lw

Ni—1 @ Ap—1 — L& A
k

commutes. Since, by Step 4, 9 is an A-module morphism, the commutivity of (30)
follows from Step 3. O

3.2. The internal Hom functor on GrA.

Definition 3.7. Let C be an object in B and let M be a graded right A-module. We
define Homg, 4(C, M) to be the Z-graded Ox-module whose kth component is
the equalizer of the diagram

[e3%

IM; ® C}; LN HUM; ® C;
A J

(31) ﬁl lv

HII(M; @A) © Cy) —— H(IIM; @ (Cri ® Ai)")
J ot J ot
where « is the identity map, ( is induced by the composition

(32) M; l./\/li@)Aij@Afj ﬂh/\/lj@fﬁ

ijs
~ is induced by the dual (Definition 2.2) of
Cri ® Aij 2 Chj,
and ¢ is induced by the composition
(M; @ AL) @ Cl — M; @ (A7 @ C) — My @ (Cri @ Aiy)*

whose left arrow is the associativity isomorphism and whose right arrow is induced
by the canonical map (4). If C is an object of Gr.A left-concentrated in degree k,
we define Homg,a(C, M) to be the equalizer of (31).

Remark 3.8. If C is an object in B and D is an object in Bimod A — A then we can
define Homg, 4(C, P) to be the bigraded O x2-module whose [, kth component is
the equalizer of the diagram

© o Dy, @ Cy; — © @Dy @ Cy
I k Ik J

ﬁl lv
6 S I(II(Dy; @ Ajj) @ C;) —— SO IIIDy @ (Ci @ Ayj)")
Joi Joi
where « is the identity map, 3 is induced by the composition

Dy 5 Dy ® Ay @ Af; 5 Dy @ A3,
v is induced by the dual of

Cri ® Aij & Crj,
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and ¢ is induced by the composition
(Dij ® Aj;) @ Ci; — Diy @ (Af; @ Cr;) — Dij @ (Cri @ Aij)”

whose left arrow is the associativity isomorphism and whose right arrow is induced
by the canonical map (4). Since we will not use this object in what follows, we will
not study its properties.

Lemma 3.9. Let F be an object of GrA left-concentrated in degree k and let L be
an Ox-module. Then Homg,4(Ox ® F, M) is the equalizer of the diagram
(33)

IIHomoe , ([,®.7:ki,./\/li) - HHOmoX([:@]:kj,Mj)

i J

l !

H(ITHomo, (£ ® Fii, M; @ Aj;)) ——— H(IIHomo (£ & (Fk; @ Aiz), M;))
i = Joi

J
whose left vertical is induced by the composition

./\/11'i>./\/li®.Aij(g>.»4;%ﬁ>./\/lj<g>.»47k

179
whose right vertical is induced by
Fri ® Aij = Fij,

and whose bottom horizontal is induced by the composition of isomorphisms

HOIHOX ([’ ® ]:khMj by A;,k]) = HomOX((L @ ]:ki) ® A137M])

= Homp (ﬁ ® (fkl' ® Aij), M])
where the last isomorphism is induced by the associativity of the tensor product.
Proof. Suppose I1f; € IlHomo, (£ ® Fii, M;). Then IIf; maps, via the top route,
1 1 1
to the product II(Ilg;;), where g;; is the composition
J o1

E@(fki@flij)iﬂ@fkj&) -

I1f; maps, via the bottom route, to II(IIh;;), where h;; is the composition
i j i

1®Aqj
£®(fki®Aij)—>(£®fki)®Aij f& Mi®¢4ij SN

A ® A e
(Mi®(A¢j®A;‘j)®AU) H®L®i (Mj@A?})@Aij — M.

Thus, IIf; is in the equalizer of (33) if and only if the diagram
(34)
(L& Fri) ®Aijj —— LR Fij L M,

f’i@»AijJ( TE

M; @ Ajj T M; @ (A @ Afj) ® Ajj M; ® A?J ® Ajj

H@Afj ®RAij
whose top left arrow is the composition

(35) (‘C®fki)®/4ij_>L®(]:ki®-/4ij)ﬂ>£®fkj
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with left arrow induced by associativity of tensor product, commutes for all ¢ and
j. However, since
M; ® Ajj 1, (M; ® (A ® A:}) ® Aij) — M;® Aij
H®A;-®Aijl J{H

(Mj ®Afj)®¢4¢j —_— Mj

€

commutes, I1f; is in the equalizer of (33) if and only if the diagram
7

i @A
(£®fki)®Aij —>f® - Mi®./4¢j

l g

LOFy — —— M,

fi

whose left vertical is the morphism (35), commutes for all ¢ and j. O

The following result provides some justification for Definition 3.7.

Proposition 3.10. If F is an object of GrA which is left-concentrated in degree k,
and if L is an Ox-module, Home, (L, Homg,a(F, M)) = Homg,4 (L @ F, M). In
particular, if T(X, =) : ModX — ModT'(X, Ox) is the global sections functor,

(X, Homgra(F, M)) 2 Homg 4 (Ox @ F, M).

Proof. Since Homp, (£, —) is left exact, Home, (£, Homgra(F, M)) is isomorphic
to the equalizer of the diagram
(36)

L(Homo, (£, M; @ Fy;)) — I(Homo (£, M; @ F;))

l l

H(II(Homo (£, (M; ® Aj;) ® Fp,))) ——— L(IL(Homo (£, M; ® (Fi; @ Aiz)*)))

J ot = J

whose left vertical is induced by the composition

M; 5 M @ A @ Al B M @ A;

ij
whose right vertical is induced by the dual of
Fri ® Aij = Fij,
and whose bottom horizontal is induced by
(37) (M; @A) @ Fry — M; @ (A5 @ Fry) — M @ (Fri @ Aig)™.

To complete the proof, we must show the equalizer of (36) is isomorphic to the
equalizer of (33). We think of (36) and (33) as the top and bottom, respectively, of
a cube whose vertical arrows are adjointness isomorphisms. To show the equalizers
of (36) and (33) are isomorphic, it suffices to show the vertical faces of this cube
commute. By naturality of adjointness isomorphisms, three of these vertical faces
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obviously commute. To complete the proof, we must show that the diagram
Homo, (£, (./Vlj & Arj) & F,jl) —— Homp, (E,Mj ® (Fri @ .A,'j)*)

(38) l l
Homoy (£ Fiu, My © A%y) ——— Homoy (£ (Fu ® Ayy), M;)

whose left and right arrows are adjointness isomorphisms, whose top arrow is in-
duced by (37), and whose bottom arrow is the composition

HOIHOX (E ® Fri, Mj & A:j) = HOH]@X ((,C ® .7:]”) ® Aij, M])
= Homox ([, ® (f]m ® Aij), Mj)
whose first isomorphism is the adjointness isomorphism and whose second isomor-

phism is induced by associativity, commutes. The diagram (38) can be rewritten
as the diagram

Homox((ﬁ ®«7:lm) ®.Aij,./\/lj) — HOI’H(QX (,C, (Mj ®Afj) ®‘7:I:z)

! l

Homo, (£ ® (Fri ® A;ij), M;) —— Homo, (L, M; @ (Fii ® Aij)*)
whose top horizontal is the composition of adjointness isomorphisms
Homo,, ((£ ® Fri) ® Aij, M;) = Homoy, (£ ® Fri, M @ Aj;)
= Homo, (£,(M; ® Afj) ® Fii)s
whose bottom horizontal is the adjointness isomorphism, whose left vertical is in-

duced by associativity, and whose right vertical is induced by (37). This commutes
by Lemma 6.1, and the result follows. ([

Proposition 3.11. If M is an object in GrA and C is an object in B, Homg, 4(C, M)
inherits a graded right A-module structure from the left A-module structure of C,
making Homg, 4(—, —) : B? x GrA — GrA a bifunctor.

Proof. We first show that Homg, 4(C,—) is a functor from GrA to GrA. We begin
by constructing a map of Ox-modules

(39) pij : Home, 4(C, M)i © Aij — Homg, 4(C, M);.
To this end, we note that Homg, 4(C, M); is an O x-submodule of l;[Ml ®C};. Thus,
we have a map

(40)  Homeg(C,M)i ® Ay — (M ©Cf) ® Ay = TIM; ® (C © Ayj)

whose right composite is induced by associativity of the tensor product. The left
A-module structure of C yields a multiplication map A;; ® Cj; — C;. Dualizing
gives us a map

(41) 5= (A ®C)* S Ch e A

whose right composite is the canonical isomorphism. Tensoring (41) by A;; on the
right and composing with the map induced by the counit C}; @€ : C}; QA ®A;; —
Cj, gives us a map

(42) 1@ A — (C5 @ Aj;) @ Aij — Cj.
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Tensoring (42) on the left with M;, taking the product over all [, and composing
with (40) gives us a map

(43) Home,(C, M)i ® Ay — TI(Mi © C).

We must show this map factors through Homg, 4(C, M);. Let
(44)
?(MZCZ)A” — l}(Ml(C]*l-A:j))-AU — I}Mlc;l

O MunCip) Ay ——  HMu(CAp) Ay ———  IMuCh,

m

‘| |- |-

I (M (CarAin)*) Asj ——— (M ((CjoArn )" A i) —— LM (CjoArn)”

ij

be the diagram whose top and middle rows are induced by (42) and whose bottom
row is induced by the composition

(45) (Cit ® Aun)* 5= ((Aij ®Cjt) ® Aim)* — (Cjt ® An)* ® Ajj
(whose right composite is the canonical isomorphism). Let
(46)

OMCi Ay ——  DMICRAG Ay ——  IMCj

l ! !

(M A7y, )C) Ay ——— (M AT ) (CRAT ) Aig) ——— TIH(M AT )C,

e I I

EIF(Mm(Cil-Alm)*)Aij — gl}((Mm(C]lAlm)*)A:])AZJ f’ gl}Mm(CﬂAlm)*

be the diagram whose top and middle rows are induced by (42), whose bottom left
horizontal is induced by (45), whose top verticals are induced by the composition

M5 M@ A @ AL, — My @ AL

and whose bottom verticals are induced by the canonical isomorphisms (4). We
leave it as an exercise for the reader to prove, using the universal property of
equalizer, that, in order to prove (43) factors through Homg, 4(C, M);, it suffices
to show that the outer circuits of (44) and (46) commute.

The upper squares in (44) commute since the vertical maps are identity maps.
The right squares in (44) and (46), and the upper left square in (46), commute by
the functoriality of the tensor product. Thus, in order to show that (43) factors
through Homg, 4(C, M);, we must show that the lower-left squares in (44) and (46)
commute, i.e. we must show

(47) | |

(Cit ® Apn)* —— (Cji @ Aim)* @ Aj;
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whose maps are induced by pc, commutes, and

(48) | |
Cit ® Aim)* —— (Cj1 @ Aim)* ® Aj;

whose horizontal maps are induced by pe and whose vertical maps are canonical
isomorphisms, commutes. By Corollary 6.3, in order to show (47) commutes, it
suffices to show the diagram

Cin — (Aij ® Cjm)*

(Cit @ Ai)* —— ((Aij ®@Cji) ® Aim)*
whose arrows are induced by multiplication, commutes. This follows from the
functoriality of (—)*.
Expanding (48), we have a diagram

A @C — An @ (A 90 —— AL, ©(Ch AL

! ! l

(Cit ® Aim)* — ((Aij ® Cji) @ Ain)* —— (Cji @ Ai)™ ® Aj;

whose right vertical is a composition of an associativity isomorphism with the
canonical isomorphism (4). The left square commutes by Corollary 6.3, while the
right square commutes by Corollary 6.5.

We defer the proof that the map (39) is associative and compatible with scalar
multiplication to Section 7.

We omit the routine proofs that Homg, 4(C, —) and Homg, 4(—, M) are functo-
rial, that Homg, 4(C,idm) = idpom,, , (c.m) and that Homg, 4(C, —) is compatible
with composition. O

3.3. Adjointness of internal Hom and Tensor.

Definition 3.12. We say that F': Ax B — A and G : B°? x A — A are conjugate
bifunctors if, for every C € B, F(—,C) has aright adjoint G(C, —) via an adjunction

¢ : Homa (F(M,C),N) — Homa(M,G(C,N))
which is natural in M, N and C.

Proposition 3.13. Let C be an object in B.

(1) There exist natural transformations and
n tidera — Homg, 4(C, —® 4C)

€ HOmGr_A(C, _)@AC - idGr.A

making (=& 4,C,Homg, 4(C,—),n,€) : GrA — GrA an adjunction.
(2) There exists a unique way to make —® ,— : GrA x B — GrA a bifunctor
such that —® ,— and Homg, 4(—, —) are conjugate.
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Proof. We construct an A-module map

nm : M — Homg, 4(C, M® ,C)
natural in M. To begin, for each k we construct a map
(49) M = (M@ 4C)i @ Cy
for all i. In order to construct (49), we construct a map

(50) My — (BMy @ Ci) @ Ciy.
m
The map (50) is just the composition

M 5 My @Cri @ Cfy — (BMopn @ Ci) @ Ci;

m

whose right arrow is induced by inclusion of a direct summand. Thus, we have a
map

My — (%Mm ® Cini) ® Cpy — (M@ 4C); ® Cy;
for every i, and hence a map
i s My = TIME ,C); © C;-
In order to show this map induces a map
Mk 2 My — Home, 4(C, M® ,C)i,

we must show the diagram

My,

y

I}(M@Ac)i ® Cy; - g(M@AC)j ® C;ckj

! l

HII(M® 4C); ® Aj;) @ Cy ——— HII((M® 4C); ® (Cri ® Aij)*)
i = ji

whose unlabeled maps are those in (31), commutes. In order to prove this, it suffices
to show the projection of (51) onto its 4,5 component, the left square in

My, — My, — My,
nl in ln
(MCri)Cy; (MyCr;j)Ch; M (Cr;iCr;)

| - b

((MiCij) A3;)Crti ——— (MiCij) (CriAij)* ——— Mp(Cr; (CriAij)")
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whose bottom right horizontal is induced by associativity, commutes. Since the
outer circuit of this diagram equals the outer circuit of the diagram

My, — My, — My,
d Ik |
M (Cri(Aij A)Cr) ——— Mi((CriAij)(CriAij)*) M (CriC;)

| I I+
whose unlabeled arrows are canonical isomorphisms, it suffices to show each circuit
in this diagram commutes. The right rectangle commutes by Corollary 6.7, the
bottom-left square commutes by the functoriality of the tensor product and the
upper-left square commutes by Lemma 6.2.

The fact that n is natural follows from a straightforward computation, which
we omit. We defer the proof the 7 is compatible with A-module multiplication to
Section 7.

We next construct a map erq : Homg, 4(M,C)® 4, — M natural in M. To
begin, we construct a natural map

e+ (Homg, 4(C, M)® 4C)i — My,
To construct ¢, it suffices to construct a map

Op @(Hﬂcm(aM))m ® Crne — My,

such that the diagram
619 D ((MGrA(Ca M) ® Aim) @ Cupp ——— 69(LOmGr,ct(Ca M))m @ Conke

l -

(52) ?(Lf)mcrA(C»M))l @ Cu —— O(Homg 4(C, M))m @ Cru

-7 lé
My,

whose unlabeled arrows are induced by multiplication, commutes. We define J;, as
the map induced by the composition

(TIM; ®C..;) ® Ci 5 M @Chp QCge — My
which we call 75. To show (52) commutes, it suffices to show the diagram

? @ ((OM; ®Cf) ® Aim) @ Cnty —— B(IIM,; @ Cyhy;) @ Conie

| [

GZB(I;IMI ®Cl*i) ® Cig, —_— My

Yk

whose left vertical is induced by multiplication and whose top horizontal is induced
by the composition

(53) Cl*z by Alm H_’ (-Alm & Cmi)* & -Alm E’ C:;” ® ATm (39 Alm N C:m
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commutes for all [ and m. Fixing [, m, we must show the diagram
II(M; ® Cl*t) ® Aim) ® Cpy —— II(M,; @ C,) @ Cone

ul l

I;I(Ml ®C) ® Cr (Mi ®@Cp) @ Crae
(M ®C}l) ®Cipe —_— My,

€
whose top horizontal is induced by (53) and whose bottom left-vertical and top
right vertical are projections, commutes. This is equivalent to showing the diagram

‘| s
(Mk®Cl*k) R Cri. T* M,
whose top horizontal is induced by (53) and whose left vertical is induced by mul-
tiplication, commutes. This follows from Corollary 6.7.

The fact that e is natural follows from a straightforward computation, which
we omit. We defer the proof the e is compatible with A-module multiplication to
Appendix 2.

The proofs that

(€% (=0 4C)) 0 (=@ 4C) xn) = (=@ 4C)
and
(Homga(C,—) % €) o (n* Home4(C, —)) = Homg,4(C, —)
are straightforward but tedious, and we omit them.

We have established that (—® ,C, Homg, 4(C, —),7, €) forms an adjunction. Thus,
the second part of the proposition follows from [11, Theorem 3, p. 102]. |

We endow —® ,— with the bifunctor structure from (3) in the Proposition.
Lemma 3.14. Suppose A is a subcategory of an abelian category, B is a Grothendieck
category with generator O, and suppose

F:BxA—B

and

G:A?’xB—B
are conjugate bifunctors. If F(O, —) is exact, G(—,&) is left exact for € in B, and
G(—,&) is exact for € injective in B.

Proof. Let

(54) 0oH—T—JT—0

be exact in A. Applying G(—, £) to this sequence, we get a sequence
(55) K—GJ, ) = GI,E) — GH,E) —C

where KC is the kernel of the leftmost arrow in (55) and C is the cokernel of the
rightmost arrow in (55). Since B is a Grothendieck category, there exists a quo-
tient of ModHomg (O, O) (with quotient functor 7) such that 7Homg(O, —) is an
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equivalence [16, Theorem 13.5, p. 88]. If we apply the functor P = 7Homg (O, —)
to (55), we get a sequence

(56) P(K) - P(G(J,€)) — P(G(Z,£)) — P(G(H,E)) — P(C).

We will show that P(K) = P(C) = 0 and that (56) is exact in the middle. Since P
is an equivalence, the result will follow. Since F' and G are conjugate bifunctors,
the diagram

Homg(O,G(J,€)) —— Homg(O,G(Z,£)) —— Homg(O,G(H,E))

o 1 |

Homg(F(0,J),£) —— Homg(F(0,I),£) —— Homg(F(O,K),E).

with vertical arrows adjointness isomorphisms and horizontal arrows induced by
(54), commutes. Since F(O,—) is exact, the kernel of the leftmost map on the
bottom row is 0 and the bottom row is exact in the middle. If £ is injective, the
rightmost bottom map is surjective as well. Thus the kernel of the leftmost map
on the top row is 0 and the top row is exact in the middle. If £ is injective, the
rightmost top map is surjective as well. O

3.4. Elementary properties of internal Hom.
Proposition 3.15. The composition
(58) M ™ Home, 4(A, M@ 4 A) — Homg, 4(A, M)

whose right-most map is induced by the multiplication map M® ,A — A is a
natural isomorphism in GrA.

Proof. By Yoneda’s Lemma, if o : Homg, 4(—, N') — Homg,4(—, ) is an isomor-
phism of functors, axr(id) : N'— N’ is an isomorphism.

We construct an isomorphism a : Homgra(—, M) — Homg, 4(—, Homgra(A, M)).
By Proposition 3.5, multiplication induces an isomorphism of functors —® ;A —
idgr4, which induces an isomorphism Homg,4(—, M) — Homga(—® 4A, M). Com-
posing this map with the adjoint isomorphism gives the desired isomorphism «:

HOInGrA(*,M) — HOHlGr.A(*@AAaM) — HOInGrA(*,HOTrLGrA(A,M)).

Thus, the image of the identity idapg : M — M under o gives an isomorphism
M — Homg, (A, M). Computing explicitly, we find a(idy) is the morphism
(58). |

Theorem 3.16. Let M be an object in GrA and let C be an object in B.

(1) Homg,a(—, —) is left exact in either factor.

(2) If M is an injective object in GrA, Homg, 4(—, M) : B°? — GrA is ezact.

(3) Homgra(—,—) : GrA? x GrA — ModOx is a bifunctor which is left
exact in either factor. Furthermore, if M is an injective object in GrA,
Homgra(—, M) : GrA°? — QcohOx is exact.

(4) If Q is a coherent, locally free Ox -bimodule, there is a natural isomorphism

Homegra(Q® emA,M) 2 M,, @ Q.

In particular, Homeg,a(Q ® e, A, —) is exact.
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Proof. The functor Hom, 4(C, —) is left exact since, by Proposition 3.13 (1), it has
a left adjoint. For M an object of GrA, it remains to show Homg, 4(—, M) is left
exact. To this end, we note that

& (Ox(1) ®enA)

i,mEZ

is a generator of GrA by Lemma 2.17. In addition,
O (Ox()®@enA),,—= @ (0x(i) @ (emAR 4—))

i, MEZL i\, mEZ

= @ (0x(i) ®em(—))
i, mEZ

where the first isomorphism is a consequence of Lemma 3.4 and the last isomorphism
is a consequence of Proposition 3.5. Thus, by Proposition 3.13 (2), the hypothesis
of Lemma 3.14 hold and Homg, 4(—, M) is left exact. Thus, the first part of the
theorem holds. A similar argument, with M injective, proves that the second part
of the theorem holds. The third part of the theorem follows from the first two parts
of the theorem since taking the kth graded component of an object in GrA is an
exact functor.

We now prove the fourth part of the theorem. We note that the Ox-module
Homgra(Q ® e A, M) is the equalizer of the diagram

1;[./\/11'®(Q®.Ami)* —_— EIMj®(Q®Amj)*

(59) | |

(M, © A5) @ (Q® Ap)*) —— TIIM; © (2 (Ani © A;))°)
whose arrows are defined as in (31). We claim this diagram is isomorphic to the
diagram

Mg AL )©Q  —— OMe4,) 00"

J

(60) | |

TIL((M; @ Ajj) @ Apy) @ Q) —— TIIM; @ (Ami @ A;)") @ Q)

whose arrows are tensor products of the arrows in (33) with Q*. To prove the
claim, we think of these diagrams as the top and bottom, respectively, of a cube
whose vertical edges are canonical isomorphisms (4). We orient the cube so that
the bottom horizontals of (59) and (60) are the top and bottom horizontals of the
facing side of the cube. The far face of this cube obviously commutes. The left face
commutes by functoriality of the tensor product.

To show the closest face commutes, it suffices to show that the diagram

A ®(Q® Api)' —— (Q® (Ami ® Ay))"
‘Afj ® (‘A;kni ® Q*) E— (Amz ® Aij)* ® O*

whose maps are induced by the canonical isomorphisms (4), commutes. This follows
from Corollary 6.5.
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Finally, to show the right face commutes, it suffices to show that the diagram

(Q®An)  —— A eQ

| |
(Q® (Ami ® Aij))" —— (Ami ® Ajj)" ®@ QF

whose arrows are induced by the canonical isomorphisms (4), commutes. This
follows from Corollary 6.3, and the claim follows.

The claim, together with the fact that — ® Q* commutes with products ([11,
Theorem 1, p. 118]), implies that Homg,4(Q®emA, M) = Homgra(em A, M)QRQ*.
The result now follows from Proposition 3.15. O

3.5. Torsion. In this section, we write the torsion functor 7 : GrA — GrA in terms
of the internal Hom functor.

Lemma 3.17. If N is an object of GrA such that N; = 0 for all i > m, then
limHomg, 4(Asn, N) = 0.

Proof. Let k € Z. We claim Homg, 4(A>n,N)r = 0 whenever n > m — k. To prove
the claim, we note that

Homgea(Asn, N )i C igm/\/i ® (A>n)gi-

On the other hand,

0 otherwise.

(Asr) _{Aki iti>k+n,
>n)ki =

Thus, Homg, 4(A>n,N)i = 0 whenever k + n > m as desired. O

Lemma 3.18. If M is an object of GrA, Homg, 4(A/A>rn, M) is a direct limit of
torsion submodules.

Proof. We claim the multiplication map
fk ktn  Home, 4 (A/ Asn, M) @ A gyn — Home 4 (A/ Asny M)gin

is the zero map for all k. This will imply that Homg, 4 (A/A>n, M)F is torsion.
The lemma will then follow from Lemma 2.8.
To prove the claim, recall that the diagram

MGrA(A/AZnyM)k ® Ak7k+n s MG,A(A/AZTL,M),CM

| |

(IM; @ (A/A>n)i) © Appn —— TIM; @ (A/Asn)f s

whose verticals are inclusions, and whose bottom map is induced by the multipli-
cation map

(61) A kin @ (A/Asn) kgni — (A Asn)k i

commutes by definition of the right 4-module structure on Homg, 4(A/A>n, M).
If i < k+n, the domain of (61) is 0. On the other hand, if i > k+ n, the codomain
of (61) is 0. The claim follows. O
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Proposition 3.19. There is a natural equivalence
7= lim Homg 4 (A/Asn, —)-

Proof. Let M be an object in Gr.A. We prove that there is a natural isomorphism

TM = nlLII;OMGrA(A/AZn, M).

To this end, we first apply the functor Homg, 4(—, M) to the exact sequence
0—-Asp, - A—A/A>, =0

in the category B. Since Homg, 4(—, M) is left exact, we get an exact sequence

0 — Homg, A(A/A>n, M) — Homg, 4 (A, M) — Home, 4(A>n, M).

Since GrA is a Grothendieck category, the induced sequence

0 — limHomg 4 (A/Asp, M) — limHomg, 4 (A, M) SN limHomg, 4(Asn, M).

is exact. Let i be the composition TM — M 2 limHomeg, 4(A, M), where 7 is in-

duced by (58). We claim (7.M, 1) is a kernel of 9. This will induce an isomorphism
of kernels 7TM — limHomg, 4(A/A>n, M), and naturality of the isomorphism fol-

lows in a straightforward way from the universal property of kernels.

To prove the claim, we first prove that i = 0. Suppose N' C M has the property
that there exists an m such that A; = 0 for all 7+ > m and consider the commutative
diagram

N —= liinHomG,A(A,N) —_— IEnHomGrA(AZn,N)

I l l

M —— limHomg, 4(A, M) - limHomg, 4 (Asn, M)

¥y —

whose verticals are induced by inclusion, whose right horizontals are induced by
inclusion A>, — A and whose upper left horizontal is induced by (58). By Lemma
3.17, limHomg, 4 (A>n,N) = 0. Thus, the bottom route of the outer circuit is 0.

Since 7 M is the direct limit of such A, the composition
(62) M — M L limHomg, 4 (A, M) 5 limHome, 4 (Asn, M)

is zero as well.
Next, suppose

N2 limHomg, 4 (A, M) Y, limHomeg 4 (Asn, M)

equals 0. To complete the proof that (.M, ) is the kernel of ¢, we must show that
there exists a unique map ¢’ : N' — 7.M such that the diagram

N L ™™

‘| l

liLnHomGrA(A,M) — liLnHomG,A(A,M)
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commutes. Since the diagram

im(y71¢) —— limHomg, 4 (A im(y~'¢)) —>— limHome, 4(Asn. im(y~'9))

! ! |

M —_— limHomGrA(.A,M) T) hmHOmGrA(Azn,M)
0% — b —

whose verticals are monomorphisms induced by inclusion and whose upper left
horizontal is induced by (58), commutes, 6 = 0. In particular, the quotient map
A — AJ/As, — 0 induces an isomorphism

limHome, 4(A/Asn,im (v7'¢)) — limHomg, 4(A,im (y"'¢)) — im (y~'¢)
whose right arrow is induced by (58). By Lemma 3.18,
im (y7'¢) = limHomg, 4 (A/ Az, im (77'9))

is a direct limit of torsion submodules. Thus, the inclusion im (y~1¢) — M factors
through 7 M, and hence, v~ !¢ factors through 7.M via the left-most vertical in the
commutative diagram

N —— im (y71¢) —— limHomg, (A im (77'9))

‘| | l

™M — M e limHomg, 4(A, M).
~ -

whose right two verticals are induced by inclusion and whose top right horizontal
is induced by (58). To show ¢’ is unique, suppose ¢ : N/ — 7M is another map
making the left square commute. Since 7M — M is a monomorphism, ¢’ = (. O
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4. COHOMOLOGY

In light of Theorem 3.16, the right derived functors of Homgra(C, —) exist. Let
Extera'(C,—) denote the functor R*"Homera(C, —).

4.1. Elementary properties of internal Ext.
Proposition 4.1. Suppose there is an exact sequence
=L —Ly—C—0

in GrA such that L; is Homgea(—, M) acyclic for some M in GrA. Then there is
a natural isomorphism

Eate, 4(C, M) = B (Homgra(L., M)).

Proof. By Theorem 3.16, the hypothesis of [10, Proposition 8.2, p. 809] are satisfied.
The result follows. O

Lemma 4.2. Let
0—-C —-C—-C"—0

be a short exact sequence in B. Then, for fited M in GrA, we have a long exact
sequence

0 — Homg,4(C", M) — Homg, 4(C, M) — Homg, 4(C', M) —
— Eatg(C", M) — Extga(C, M) — Extga(C', M) — -+
such that the association
D Eatl (D, M)
is a d-functor.

Proof. By Theorem 3.16, the hypothesis of [10, Lemma 8.3, p.809] are satisfied. O

Notice that we are not claiming § is universal. We shall use Lemma 4.2 without
comment in the sequel.

Lemma 4.3. If Q is a coherent, locally free Ox-bimodule, there is a natural iso-
morphism
g‘rtiGr.A(Q ® Cv M) = 5ZtiGr.A(Cv M) Y Q*
for alli > 0.
Proof. The i = 0 case of the isomorphism follows from Theorem 3.16 (4).
Since any d-functor composed with an exact functor is a §-functor, all terms are

d-functors. For M injective and ¢ > 0, all terms vanish by Theorem 3.16 (2), and
the result follows from [5, Theorem 1.3A, p. 206]. |

For the remainder of this paper, we assume A; ;11 is locally free of rank 2.
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4.2. A is Gorenstein. The next result tells us that A is Gorenstein.

Theorem 4.4. Let L be a coherent, locally free Ox-module. Then
Eatg (Ao, L@ et A) =0 fori #2

and

LRI , ifj=1-2,

0 otherwise.

EatZ, 4 (Ao, L ® e A); = {

Proof. The kth graded piece of @iGM(AO, L®eA)is ExtiGrA(ek.Ao, L ® e A). By
[19, Theorem 7.1.2], the sequence

(63) 0— QL ® 6k+2./4 — &, ® 6k+1A g e A — ek-A/ekAzl —0

where ¢ is multiplication is exact. In addition, by Theorem 3.16(4), the sequence
is a Homgra(—, L ® e A)-acyclic resolution of exA/exA>1. Applying the functor
Homgra(—, L ® e A) to the sequence obtained by omitting exA/exA>1 from (63)
gives a sequence

(64) HomeralenA, £ et A) S Homera(Ex @ ensr A, L @ e A)

ﬂ) HOmGrA(Qk & €k+2./4, L® elA).
By Proposition 4.1,
wgrA(Ao, LR e A = ker dy,

ker d;
imdy’
Homgea(Qk ® ext2A, L ® e A)

imd;
and Extl, 4(Ao, L ® et A) = 0 for all i > 2. The terms of (64) are isomorphic to
LA, LA p+1 ®E; and L& A j40 @ Q. respectively. Thus, by Theorem 3.16
(4), all terms vanish if k <[ —2. If k = — 2, the left and center terms are zero,
and we conclude that

Eate (Ao, L@ e A)_o = Eatg, 4 (Ao, LR et A)—o =0

Extga(Ao, L& ey A)y =

Eatg, 4(Ao, L@ e A)y =

and
Eatg (Ao, LR e A)_ 2 2 LR AL ® Q) .
We prove that (64) is exact for k > [ — 2, which will establish the result. We first
show (64) is exact in the middle. Since the sequence
0— 9O ®eprod — E Qepr1 A i ek:-A21 — 0
is exact, where ¢’ is the restriction of ¢ to degrees > 1, and Homga(—, L ® e, A)
is left exact by Theorem 3.16(1), this sequence induces an exact sequence

0— ’HomGrA(ekAzl, L® elA) & 'HOmGrA(Ek ®epr1 A LR elA)

ﬁ) HomGrA(Qk: X 6k+2¢47 L® el.A).

To prove (64) is exact in the middle, it suffices to show im dy = im dy/. To prove this,
it suffices to prove the morphism 7 : Homg, 4 (A, L&ejA) — Homg, 4(A>1, LReA)
induced by the inclusion A>; — A is epi.
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We proceed to prove that - is an epi. By Proposition 3.6 and the adjointness of
Homg, 4 and ® 4, we may conclude that, for all A" in GrA, the map induced by ~,

[ : Homgea(N, Home, 4 (A, L ® e,A)) — Homga (N, Homg, 4(A>1, L ® e A))

is epi. If N is a generator of GrA and 7 : ModHomg,4(N,N) — B is a quo-
tient functor which makes 7Homg (N, —) : GrA — B an equivalence, 7(f) =
mHomg, 4(N,7) is an epi. Thus 7 is epi and (64) is exact in the middle.

We next show that dy is a monomorphism. This is the same as showing that
Homgra(egA/A>1, L ® e A) = 0, which is the same as showing that the equalizer
of the diagram
(65)

L&Ay @ (A A1), — oA e (A/ A1)k ok

l I

1}(5 ® Ajrk © Af j k) © (A A1)y —— 1}(5 @ Aij @ ((A/As1)kk @ Agj)*

whose maps are those in (31), equals 0. Now, the morphism
A = At @ Ag g1 © Af jop1 — Atk @ Af g1

is monic by Lemma 2.6, i.e. j = 1 component of the left-hand route of (65) is a
monomorphism, while the 7 = 1 component of the right-hand route of (65) is the
zero morphism, whence the claim.

We defer the proof that d; is epi to Section 7.5. O

Definition 4.5. Let C be an object of B. Let I,r,m € Z. We say C C [I,r] if C;; is
zero whenever i,j € Z do not satisfy [ < j —1i < r. We say C is concentrated in
degree m if C C [m,m].

Corollary 4.6. If C is an object of GrA concentrated in degree m and L is a
coherent, locally free Ox-module and M is an object in GrA,

Eatge(C, M) = Eaty a(Ao, M) jm @ Cjms
Eatt 4 (C, L@ e A) =0 for all integers i # 2 and Ext, 1(C, M) =0 for all i > 2.
Proof. By hypothesis, C = ©C, k+m. Thus
k

Eata(C, M); = Eata(ECh p4m, M);
= gxtérA( )
= Extga(Cljtm @ €j4mAo, M)
= mgr_A(A07 M)j+m & C*j+m

where we have used Lemma 4.3 to establish the final isomorphism. The second
result follows from Theorem 4.4 and the third result follows from Proposition 4.1.
O

Corollary 4.7. If L is a coherent, locally free Ox -module, Eate A (A)Asp, M) =0
fori>2 and Extg, 4 (A/ Asn, LR e A) =0 for i # 2.
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Proof. We prove the result by induction on n. When n = 1, the result follows from
Corollary 4.6. Next, we note that the exact sequence

0— Asp/Asni1 = A/ Aspir = A/ Asp — 0
induces a long exact sequence, of which
Eat (A Asn, M) — Ext 4 (A) Asnir, M) — Eat 4 (Asn/Asnir, M)

is a part. If ¢ > 2 the left term is zero by induction hypothesis while the right term
is zero by Corollary 4.6. If i =0 or i =1 and M = L ® ¢;.A the same reasoning
ensures that the center is zero. (]

The following Lemma and proof are slight modifications of [8, Lemma 2.3, p. 21]

Lemma 4.8. Let C be an object of B such that C C [I,r] and let M be an object of
GrA such that

Eatl, (Ao, M) C [\, p]
for all j <1i. Then, for j <1,
Eatl 4(C. M) C [\ —r,p 1.
Proof. Assume C is concentrated in degree m. By Corollary 4.6,

(66) mérfl(cv M)k = Mér.A('Am M)k+m ® Cz,k-i-m'

Since Extf, (Ao, M) C [X, p], (66) implies Extg, 4(C, M) C [A\—m, p—m] as desired.

Now, consider the general situation C C [I, 7], and define e;C’ = Cj, j4. We have
a short exact sequence

0—-C —=C—C/C—=0

with C/C’" C [, — 1]. We shall use this for induction on r — I, the case r = [ being
dealt with above.

Suppose that r — [ = m and that the result is correct when r — [ = m — 1. The
long-exact sequence for Extg, 4(—, M) on the above short exact sequence contains

Extl (C/C' M) — Eatl, ,(C, M) — Extl, ,(C', M).
But the left hand module is in [A — r + 1, p — {], whereas the right module is in
A=rp—r]. O
Lemma 4.9. Let L be a coherent, locally free O x -module. In the category of graded
Ox-modules, Extg, 4(Ao, L @ e A) is a direct summand of

Jim Eatg 4 (A/Azn, £ ® e ),

and

. . i
(67) (lim Eat2, ((A/Asn, LO LA 2 s = {£®Q12®Al2z,l2 ifi >0,

0 otherwise.
Proof. For all n > 1, the exact sequence
(68) 0— Asn/Asni1 — A/ Aspir = A/ A5, — 0
induces a sequence
(69) 0 — Eatd, 4(A)/ Asp, L@ e A) — Eatd ((A/Asni1, LS e A)

— EatZ, g (Asn/Asni1, L@ et A) — 0
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of graded O x-modules which is exact by Corollary 4.7. In order to prove the lemma,
we prove, by induction on n, that Extg, 4 (A/An+1, LR e A) is contained in degrees
[—-2—-n,l-2].
When n = 1, we have an exact sequence
0 — Extg, 4(A)As1, L& e A) — ExtZ, 4(A) Az, L@ €1 A)

— @%,A(A21/A22,£ ® e A) — 0.
Since the left hand term is concentrated in degree [ — 2, while the right hand term
is concentrated in degree [ — 3 by Lemma 4.8, the central term is contained in
[-31-21=[1-2-1,1-2].

Next, suppose Extg, 4 (A/Asn, L@ e A) C [l —2 —n+ 1,1 — 2]. Since the right
hand term of the exact sequence (69) is concentrated in degree [ — 2 —n by Lemma
4.8, the central term is contained in [l — 2 — n,l — 2] as desired. The isomorphism
(67) now follows from Corollary 4.6. O

Corollary 4.10.
cd lim HOmGrA(A/AZny _) =2.

Proof. Since direct limits are exact in GrA,
R'( lim Homg p(A/Azn,—)) = lim @érA(A/AZm -)-
By Corollary 4.7, this is zero whenever ¢ > 2.
On the other hand, by Lemma 4.9, Eatg, 4(Ao, £ ® e A) is a direct summand of
nan;o@érA(A/AZn, L ® e A) in the category of Ox-modules. By Theorem 4.4,
Ext?, 4 (Ao, L& et A) #0

whence the result. O

4.3. Application to Non-commutative P'-bundles. In this section, we prove
a vanishing result for the cohomology of ProjA and we compute the cohomological
dimension of ProjA when X is a smooth projective variety of dimension d over K.

Theorem 4.11. For i > 1, the right-derived functors of T : GrA — GrA and
w : ProjA — GrA satisfy ‘ ‘
R 7(—) 2 R w(n(-))

and there is an eract sequence

0 —— M M T wotM —— R M —— 0.
Proof. By Lemma 2.12, the hypothesis of [16, Theorem 14.15 (3), p.99] hold with
A = GrA and T = TorsA. The result follows. O

Corollary 4.12. The counit
Ox(—i) @ emA — wn(O(—1)x ® e A)
is an isomorphism for all i,m € Z.

Proof. By Theorem 4.11, it suffices to prove that 7(Ox(—i) ® e A) = 0 and
R'7(Ox(—i) ® e;nA) = 0. Both of these equalities follow from Corollary 4.7 in
light of the fact that , '

RE7 2 lim Eath 4 (A/ Az, )
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Theorem 4.13. Let d be the cohomological dimension of X. For 0 < j <d,
(70) RY(T o w(—)o)(m(Ox(—i) ® epA)) =0
whenever i,m >> 0.
Proof. Since the counit Ox(—i) ® e, A — wr(Ox(—i) ® e A) is an isomorphism
by Corollary 4.12, (70) holds when j = 0 since (Ox(—i) ® epA)o = 0 for m > 0.
In case 0 < j < d, consider the exact sequence
(71)  RID((n(Ox(~1) ® emA))o) — R (Tw (=)o) (1(Ox (—i) @ e A)) —

RITI TR (w(—)o) (m(Ox (i) ® e A))
arising from the Grothendieck spectral sequence. The left hand term of (71) is
zero since the counit Ox (—i) ® e A — wr(Ox(—i) ® ep.A) is an isomorphism by
Corollary 4.12. Thus, to prove the central term of (71) is zero, it suffices to show
the final term of (71) is zero. Since (R'w)m = R?7 by Theorem 4.11, it in fact
suffices to prove that

RITT((R?7)(Ox (—i) ®@ emA)o) =0
for i,m >> 0. By Lemma 4.9, it thus suffices to prove that

RITIT(Ox (i) @ Qpy_p @ A yp—z) =0
for i >> 0. Let F = Qy,_5 ® Aj,,_o. Then, for 1 < j < d, Serre duality on X
gives us an isomorphism

Ext’ (Ox(—i) ® F,wx) = R"IT(X,0x(—i) @ F)
where wx is a dualizing sheaf on X. On the other hand, for ¢ >> 0,
Eth((Ox(—i) ® F, wx) = Eth((Ox(—Z'),wX ® .7:*)
& F(X,Ext%x((’)x(—i),wx ® F))
=0

where the first isomorphism is due to a variant of [5, Proposition 6.7, p. 235], the

second isomorphism is a consequence of [5, Proposition 6.9, p. 236], and the final
equality is due to the fact that Ox(—1%) is locally free. O

Lemma 4.14. Suppose A, B and C are abelian categories such that A and B have
enough injectives and G : A — B and F : B — C are left exact functors. If, for T
injective in A, G(Z) is F-acyclic and if cd G=1 and cd F=d, then

cd(FG) <d+1

and

R (FG) = (RTF)(R' Q).

Proof. The Grothendieck Spectral Sequence is a convergent first quadrant spectral
sequence

E} = (RP F)(RYG)(A) = RPTY(FG)(A).
Since cd G=1, the only nonzero rows on the Fs page are the ¢ = 0 and ¢ = 1 rows.
The lemma is a straightforward consequence of these facts, and we leave the rest
of the proof as an exercise. O

Lemma 4.15. If X is an integral, proper K-scheme then I'(X,0x) = K.



SERRE DUALITY FOR NON-COMMUTATIVE P'-BUNDLES 45

Theorem 4.16. If X is a smooth, projective variety of dimension d, the cohomo-
logical dimension of the functor Hompyeja(7(Ox (—i) ® emA), —) equals dim X + 1
for alli,m € Z.

Proof. Since X is projective and irreducible, Lichtenbaum’s theorem implies cd X =
d [6, Theorem 3.1, p.416].
If T': ModX — ModT'(X, Ox) is the global sections functor,

Homproj (m(Ox (~1) @ ). =) & Homera(Ox (~i) © e A w(-))
=~ Homo, (Ox (—i), Homgra(emA,w(—)))
= Homoy (Ox (—1), (W(=))m)
= Homo, (Ox, Ox (i) @ (w(=))m)
~ToOx (i) @ (w(=))m

where we have used Proposition 3.10 for the second isomorphism and Proposition
3.15 for the third isomorphism.

To complete the proof of the theorem, it suffices, by Lemma 4.14, to find an
object A in ProjA such that RIT(Ox (i) ® R*w(N),m) # 0. Suppose m(M) = N.
Then we must find an object M in GrA such that

HY(X,0x (i) @ R'w(mM),,) # 0.

Let M = Ox(—i) Qwx ® em12.A4, where wx is the canonical sheaf on X. By Serre
duality on X,

HY(X,0x (i) ® R'w(7mM),,)" = Homo, (Ox (i) @ R'w(mM)pm, wx).
By Theorem 4.11, R'w(7 M) = R*7(M). By Proposition 3.19,
R? M = lim Eatg, 4 (A/Asn, M).
Thus
Home, (Ox (i) @ R'w(m M), wx) = Home (Ox (i) @ nlirréo@érA(A/AZn,M)m,wx)
= Homo, ( lim Eatg 4 (A/Asp, M), Ox (—i) @ wx).
By Lemma 4.9, this is isomorphic to a product of

(72) Homo, (EatE, 4(Ao, M), Ox (i) ® wx)

with some other K-vector space. To prove the result, it suffice to show (72) is
nonzero. By Theorem 4.4,

Eatg, 4(Ao, Ox(—1) @ wx ® emiaA)m = Ox(—i) @wx ® QF,
>~ O0x(—1) @wx
as Ox-modules. Thus
Homoe  (E2tg, 4 (Ao, M), Ox (—i) ® wx) = Homp, (Ox(—i) ® wx, Ox(—i) ® wx)
= Homo, (Ox, Ox)
~ K

where the last isomorphism is from Lemma 4.15. Thus (72) is nonzero as desired.
O
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5. SERRE DUALITY
Most of the results in this section are modest generalizations of the results in [9].
5.1. Quotient categories and derived functors.

Lemma 5.1. [15, Exercise 1, p. 370] Let A be an abelian category. If M is a
noetherian A-module, the functor Homa (M, —) commutes with direct sums.

Lemma 5.2. If A is a Grothendieck category, taking (co-)homology of A-complezes
commutes with taking small direct sums of such complexes.

Proof. Let f; : M; — N; be a family of morphisms in A. Since direct sums are
exact in A, ker @ f; = @ ker f; and coker @ f; = @ coker f;. Thus, @ im f; & im
@ f;, and the assertion follows. O

Lemma 5.3. If A is a locally noetherian category, and C is a localizing subcategory
of A, the direct sum of a small family of injective objects in A/C is injective.

Proof. Since A is locally noetherian, the direct sum of a small family of injective
objects is injective [4, Corollaire 1, p. 358]. Let {A;} be a small family of injectives
from A/C. For each i, A; = 7wA; [16, Proposition 11.20(5), p. 78]. In addition, w.A;
is torsion-free [16, Proposition 11.20(1), p. 78] and, since A has enough injectives
[4, Théorém 2, p. 362], wA; is also injective [16, Theorem 11.25(1), p. 81]. Thus,
BwA; is injective. Since w commutes with direct limits [4, Corollaire 1, p. 379],
OwA; = wd A, is also torsion-free. Thus, 7w @ A; = BA; is injective [16, Theorem
11.25(2)] as desired. O

From now on, we let A denote a locally noetherian category, and we assume
a localizing subcategory C of A has been chosen. By [4, Corollaire 1, p.81], the
quotient category A/C is locally noetherian. We let Q denote the quotient A/C.

Corollary 5.4. If U is an abelian category and T : Q — U is an additive left exact
functor which commutes with small direct sums, then each right-derived functor
R*T also commutes with small direct sums.

Corollary 5.5. If U is an abelian category and M is an object of A such that
Homa (M, —) commutes with small direct sums, then each functor

R’ Homgq (M, —): Q — U
commutes with small direct sums.
Proof. Since Homq(M, —) is additive, it suffices, by Corollary 5.4 to show that

Homq(M, —) commutes with small direct sums. Since w commutes with direct
sums, this follows from [16, Proposition 11.20(3), p. 78]. O

Definition 5.6. Let R be a commutative ring. Then A is R-linear if there is a
map of rings A : R — Homa (M, M) for all M in A such that if f: M — N is a
morphism in A, the diagram

R —— Homa (M, M)

l |

Homa (N, N) ——— Homa (M, N)
whose right vertical and bottom horizontal are induced by f commutes.
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We omit the straightforward proof of the following

Lemma 5.7. Suppose A is R-linear. The categories Ch and K inherit an R-linear
structure from A. If R is a field, D inherits an R-linear structure from K such that
the localization functor @ : K — D is R-linear.

From now on, we assume A is K-linear for some field K.
The proof of the following lemma is straightforward, so we omit it.

Lemma 5.8. Let B be a category with arbitrary direct sums and let S be a multi-
plicative system in B which is closed under direct sums. Then the localization of B
at S, Bg inherits direct sums from B.

Corollary 5.9. If B is an abelian category closed under direct sums, K(B) has
direct sums and D(B) inherits direct sums from K(B).

Proof. Direct sums of complexes in B descend to direct sums in K [2, Lemma
1.1, p.211]. Since cohomology of complexes commutes with direct sums, quasi-
isomorphisms in K are closed under direct sums and the previous lemma applies. [J

Proposition 5.10. Let U be an abelian category closed under direct sums. If
T:Q — U is aleft exact functor with finite cohomological dimension D, then D(Q)
and D(U) have direct sums and the derived functor

RT :D(Q) — D(U)
erists and preserves small direct sums.

Proof. The first assertion follows from Corollary 5.9, and the proof of the second
assertion is virtually identical to the proof of [9, Proposition 2.1, p. 712], relying
on Lemma 5.2 and Corollary 5.4. O

Lemma 5.11. Let B be an object of Q such that
T(—) = Homgq(B, —)

has finite cohomological dimension, and let U = ModK. Then the derived functor
RT : D(Q) — D(U)

exists, preserves small direct sums, and there is an isomorphism of functors

(73) hORT(—) = Hompq) (B, —).

Proof. The first two assertions follow from Proposition 5.10. The proof of the
third claim proceeds exactly like the proof of [9, Lemma 2.3, p. 713], where the
isomorphism (73) on T-acyclics Q* is the localization map

HomK(Q)(B, Q*) d HOIDD(Q) (B, Q*)

This map is a K-module homomorphism by Lemma 5.7. (I

Proposition 5.12. If Q satisfies (Gen) with the set {B;m}imez and T(—) =
Homq(B;,m, —) has finite cohomological dimension, then D(Q) is compactly gener-
ated.
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Proof. By Corollary 5.9, D(Q) has direct sums. Since Q satisfies (Gen), and since
an acyclic complex is isomorphic to the zero complex in D(Q), {Bi m{n}}imnez is
a generating set for D(Q).
To complete the proof that D(Q) is compactly generated, we must prove
{Bi,mAn}}imnez

is a set of compact objects, i.e., we must prove that
Hom p(q) (Bi,m{n}, —)

commutes with direct sums. By Lemma 5.11, RT exists and commutes with direct
sums. Thus, hRT(—) preserves direct sums, and so Hompq)(Bj,m,—) preserves
direct sums by Lemma 5.11. By the observation following [2, Definition 1.6, p.
210], Homp(q)(Bi,m{n}, —) is compact as well. O

5.2. Serre duality for quotient categories. In this section we assume Q = A/C
satisfies (Gen) with the set {B; n}imez and T(—) = Homgq(B; »,—) has finite
cohomological dimension D for all i,m € Z.

We let I'(—) = Homq(Bo,0, —), and we let H"(—) denote the n’th right derived
functor of I'(—). Finally, we let Hom™(—, —) denote the complex-hom. We will
sometimes abuse notation in this section by writing K for Mod K.

Theorem 5.13. The derived functor RT' has a right-adjoint
G : D(K) — D(B).

Proof. Since the hypothesis of Proposition 5.12 hold, the result follows from the
Brown Adjoint Functor Theorem [13, Theorem 4.1, p. 223]. O

Definition 5.14. We set w* = G(K), w° = h~P(w*) and call w* the dualizing
complex.

Corollary 5.15. There is an isomorphism of abelian groups
Hompq)(C*,w*) = Hompg (h’RIC*, K)
natural in C*.
Proof. By Theorem 5.13 there is a natural isomorphism of abelian groups
Hompq)(C*, GM™) = Hompg)(RI'C*, M™).
Setting M* = K gives an isomorphism
Hompq)(C*,w*) = Hompx)(RIC*, K).
It is straightforward to show that h”(Hom} (RI'C*, K)) = Homg gy (RTC*, K) as
K-modules. On the other hand, the localization map
Homg ) (RI'C*, K) — Hompx)(RI'C*, K)

is an isomorphism of K-modules by [21, Corollary 10.4.7, p.388]. Thus, to prove
the result, we must establish an isomorphism

h°(Hom’; (RTC*, K)) — Homg (h’ RIC*, K).
Such an isomorphism exists by exactness of the functor Homg (—, K). O

Lemma 5.16. The only non-vanishing cohomology of w* is in degrees —D,—D +
1,...,0. Thus we may assume that w* has w=P~" =0 for every r > 0 and that w*
consists of injective Q-objects.
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Proof. By Corollary 5.15,
Hompq)(Bim{—n},w*) = Hompg (b’ RI(B; ,n{—n}), K).
Since RI' is triangulated, it commutes with shifts so that
h’ RT(B; i {—n}) 2 h "(RL(Bi,n))
=R "T(Bim).
Thus
Hom (h RT (B ,n{—n}), K) = Homg (R™" T'(Bi ), K).

The first claim follows from the fact that Q satisfies (Gen) with {B; 1 }imez-
To prove the second assertion, note that by the first part of the Lemma, w* is
quasi-isomorphic to

.._)OﬁwiD/BfD(w*)_)wiDd"l_>..._>w0_)...

The fact that we can assume w* consists of injective Q-objects now follows from
the proof of [21, Theorem 10.4.8, p.388]. O

Lemma 5.17. Let M be an object of Q. The adjointness isomorphism of abelian
groups

(74) Hompq)(M{n},w") = Homp ) (R M{n}, K)
is an isomorphism which induces an isomorphism of K-modules
(75) h° Hom* (M{n},w*) = h” Hom* (RTM{n}, K).

functorial in M{n}.

Proof. Since M is quasi-isomorphic to an injective resolution of M, and since (74) is
functorial, it suffices to prove the result after replacing M{n} with a left-bounded
complex of injectives, Z*. By [21, Corollary 10.5.11, p.394] and [21, Existence
Theorem 10.5.6, p. 392], the diagram

Homk(Z*,w*) ——  Homk(I'Z*,Tw*) ——— Homk(I'ZT*,K)

l l l

Homp (Z*, w*) R Homp(RI'Z*, RT'w*) —— Homp(RI'Z*, K)

whose verticals are localizations, whose bottom-right horizontal is induced by the
counit of the adjoint pair (RT", G), and whose top-right horizontal is the map guar-
anteed to exist by [21, Corollary 10.4.7, p. 388|, commutes. Since K and I" are
K-linear, and since the verticals are isomorphisms by [21, Corollary 10.4.7, p. 388]
the bottom horizontals must be K-linear maps since the top verticals are. Thus,
(74) is a morphism of K-modules.

To complete the proof, we note that

Hompq)(M{n},w") Q;l Homg q)(M{n},w") = h? Hom* (M {n},w")
and
Homp ) (RTM{n}, K) o Homggy(RIM{n}, K) = h? Hom* (RIC M{n}, K)

are isomorphisms of K-modules. ([
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The proof of the following two Corollaries are essentially the same as the proofs
of 9, Corollary 3.5, p. 715] and [9, Corollary 3.6, p. 716].

Corollary 5.18. The dualizing complex w* has the property that
Homg (H"(M), K) 2 h™ " Homg(M, w*).

Furthermore, this isomorphism is K -linear and functorial in M.
Proof. First, notice that

Hompg (H"(M), K) = (h° RCM{n})’
as K-modules. On the other hand, (75) tells us the right-hand side is isomorphic,
as K-modules, to h” Hom*(M{n},w*). O
Corollary 5.19. Let r € N, suppose
(76) HP ' (Bim) = =HP " (Bim) =0

for alli >> 0 and all m >> 0. Then, forn = D,D —1,...,D — r there is a
K -linear isomorphism

H" (M) — Extgfn(/\/l,wo)
functorial in M.
Proof. By Corollary 5.15,
Homp(q) (Bi,m{D — n},w*) 2 h’ RT(B; ,,{D — n})’
= HP"(B;m).
Thus, since Q satisfies (Gen) with {B; m }imez, (76) implies
h_D+1w* [ h_D+Tw* =0.
This implies w* is the beginning of w%’s injective resolution, twisted by {D}. Thus,
by Corollary 5.18,
H"(M)" =h™" Homq(M,w*) = Extg_”(M, w?).
O

Theorem 5.20. Let X be a smooth projective variety of dimension d over a field
K, and let A be a non-commutative symmetric algebra generated by a locally free
Ox-bimodule of rank two. Then there exists an object w4 in ProjA such that for
0<i<d+1 there is an isomorphism

Extpo(m(Ox ® egA), M) = Extih 7 (M, wa)
natural in M. The prime denotes dualization with respect to K.
Proof. If we set A = GrA, C = TorsA, B, = 71(Ox(—i) ® e A) and 7 = D,

Theorem 4.16, Proposition 2.19 and Theorem 4.13 ensure that the hypothesis of
Corollary 5.19 are satisfied. The result follows. O
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6. COMPATIBILITIES

The purpose of this section is to prove various compatibilities between the duality
functor (—)* and the tensor product functor ®.
Given a diagram of categories, functors, and natural transformations:

F G
VAR
F el
we have
(77) (0 00)* (A0 A)=(0"xA")o (O xA).
The proof of the following lemma is straightforward, so we omit it.

Lemma 6.1. Fori = 1,2, suppose F; : C — D and G; : D — C are functors such
that (F;, Gi,mi,€;) is an adjoint pair. Suppose ¢ : Fy — Fy is an isomorphism.
Then (F1,Ga,Ga =t ong, €3 0 ) x Gg) is an adjoint pair, and the isomorphism
¢ : Go — G resulting from the uniqueness of right adjoints makes the diagram

Homp (Fo A, B) —— Homc(A, GoB)

*OwAl l(ﬁgof

Homp (F1.A,B) ——— Homc (A, G1B)
whose horizontals are adjointness isomorphisms, commute.
Lemma 6.2. Keep the notation as in Lemma 6.1. If C = D, the diagram
FGy —— id —"— G1F

ww*ll l: lw*w

F2G2 ld GQFQ

€2 72

commutes.

Proof. The commutivity of the diagram follows from the universal property of a
right adjoint to Fj. (I

Corollary 6.3. If A, B and B’ are coherent, locally free Ox-bimodules and f :
B — B’ is a morphism, the diagram

(Ao B) L2 (4eB)

~| |=

whose verticals are the maps (4), commutes.
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Proof. Let (A, A*), (B,B*), (B',B'"), (C,C*) and (C',C"") denote the adjoint
pairs (—® A, —®A*), (-@B,-@B%), (-oB,-cB"), (-2 (A®B), -2 (A= B)*)
and (—® (A® B'),— ® (A® B')*) respectively.

Associativity of the bimodule tensor product induces isomorphisms « : C' — BA
and 8 : ' — B'A. Thus, (C,A*B*) and (C’, A*B’") are canonically adjoint
pairs as in Lemma 6.1. By uniqueness of right adjoints, there are isomorphisms
v:C* = A*B* and 6§ : C'" — A*B’*. In the proof that follows, we will abuse
notation by using the symbols 1 and € to denote the canonical units and counits of
adjoint pairs. We will also omit horizontal products with identity functors where
no confusion arises.

To prove the Corollary, we need to show the outer circuit in the diagram

c* ., oo L. oot — o

5i l’y*C*& l’y*D*é l’)’

A*B"” ——— A*B*CA*B"" ——— A*B*C'A*B"" ——— A*B*

n f €
@ =] L g -
A*B" A'B'BAA'B" —— A'B'B'AAB" A*B*

| | I I
A*B’*T A*B*BB'" T) A*B*B'B"™ ﬁA*B*

commutes. Thus, it suffices to show each square in (78) commutes. The upper left
square in (78) is the outer circuit of the diagram

c* 1  croc

:l l'y*CC'*

c” —— A*B*CC’"
n

a |s
A'B" —— A'B'CA'B".

The top square commutes by Lemma 6.2 while the bottom square commutes by
(77).

The upper middle square of (78) commutes by (77).

The upper right square in (78) is the outer circuit in the diagram

crerert o
di |
A*BCIC" ——  AB

€

d I

A*B*B'AC"™ — A*B*BAA*B'™.
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The upper square in this diagram commutes by (77) while the lower square com-
mutes by Lemma 6.2.

The central square in (78) commutes by the naturality of the associativity iso-
morphisms, while the lower middle square commutes by (77).

Finally, we show the lower left rectangle in (78) commutes. The proof that the
lower right rectangle commutes is similar, so we omit it. We must show the square

Ar AL ArproAr

di |«
A'B'B ——— A"B'BAA"

commutes. Since

A A geBroAr

nea | |

A*AA* —— A*B*BAA*
A*xnx AA*

commutes by Lemma 6.2, we need only show

A AT ge A

di K

A*B*B «——— A*B*BAA*
commutes. This, in turn, follows from the commutivity of

A* S A*AA*

di K

A*B*B «—— A*B*BAA*
which follows from (77). O

Lemma 6.4. For 1 <i <4, let (F;,Gi,n;,€) be an adjunction and suppose

F P12 F,

1/113l lwu

F; —— Fy
34

is a commutative diagram of isomorphisms and let ¢;; : G; — G; denote the iso-
morphism of functors resulting from the uniqueness of right adjoints. Then, for
each arrow 1;; in the diagram,

(F;, Gy, Gy * it omj €5 095 Gy)
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is an adjoint pair and the diagram

G1<¢LG2

commutes.

Proof. The proof is a consequence of the universal property of the arrows ¢;; and
we leave the details to the reader. (I

Corollary 6.5. If £, F and G are locally free, coherent Ox -bimodules, then the
diagrams

GRERF) —— G (F e

(79) l l
(ERF)@G) —— (FRG)* Q&

and
GRIERF) —— (FRF)®E*

l l

ERFRG) —— (FRO*RE*

whose arrows are induced by the canonical isomorphism (4), commutes.

Proof. We only prove the first diagram commutes since the proof that the other
diagram commutes follows in a similar way. The diagram of functors from ModX
to Mod X

(—®EF)eG «— (-0 F)®§G

[ I

-®(EeF)eg) «— (-0 (FrG)
whose arrows are associativity isomorphisms, commutes by [17, Propostion 2.5,

p. 442]. The arrows in this diagram induce the arrows of the diagram of adjoint

functors
(—RG)RERF) —— ((—RG)RFIRE*

| l

-®((EeF)eg) —— (- (Feg) )"
as in Lemma 6.4, and hence the diagram commutes by Lemma 6.4. The fact that
(79) commutes follows from the pentagon axiom (see [17, Propostion 2.5, p. 442])
and we leave the details to the reader. O

Lemma 6.6. Let (A, A*,na,ea) and (B, B*,np,¢ep) be pairs of adjoint functors,
where A,B : C— D. If f: A— B is a natural transformation and f* is the dual
morphism,

A*xfxB*
—_—

B "8 g ap A*BB* P 4
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the diagrams

AB* — I aax

(80) 7| [ea

BB* —— id

and

id —2 ., A*A

(81) nsl lf

B*B —— A*B
f*xB

commute.

Proof. By definition of f*, (80) equals the diagram

AB* — ", AA*AB* — 1 AA*BB* —F, AA*

f*B*l leA*BB* JVCA

BB* —— BB* —— BB* —— id.
= = €EB

The right commutes by (77). Thus, we must show

AxnaxB*
—_

AB* AA*AB*

f*B*l J{AA**f*B*
BB* «—— AA*BB*
eaxBB*
commutes, i.e.

A AL AAx A

1

B «—— AA*B

EA*B
commutes. But
A A pAA

1 e

B —— AA*B

eaxB

commutes by (77). Thus, the right square in the diagram
A A qqeq Ay

1 e b

B «— AA*B —— B

eaxB eaxB

commutes. The fact that (80) commutes follows.

55
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The outer circuit of the diagram

d "M, A%A A A*B

WBJ/ J/A*A*ng TA**eB*B

B*B —— A*AB*B —— A*BB*B
na*B*B A*xf«B*B

equals (81). The left commutes by (77), while the right commutes since
A*xf

A*A A*B
AA**V]Bl lA*B*nB
A*AB*B A*BB*B
A*xfxB*B
commutes. [l

We omit the straightforward proof of the following

Corollary 6.7. If A and B are locally free coherent Ox -bimodules and f: A — B
is a morphism, the diagrams

BoAd—L Ar04

7| L
B'®B —— Ox

€

and
OX L) .A®A*

nl lf
BeB —— BoA
commaudte.
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7. PROOFS

In this section, all arrows labeled with “>” are canonical isomorphisms (4). In
addition, we will sometimes implicitly invoke both the naturality of the associa-
tivity of bimodules and the fact that any diagram whose arrows are associativity
isomorphisms commutes.

7.1. Proposition 3.11, associativity. We prove that the right A-module multi-
plication on Homg, 4(C, M) is associative and compatible with scalar multiplica-
tion.

To show p : Homg, 4(C, M) ® A — Homg, 4(C, M) is associative, we must show
the diagram

(Homg 4(C,M); @ Aij) ® Ajp ——— Homg, 4(C, M); @ Aiy,

l l

Homg, 4(C, M); @ Aji ——  Homg 4 (C, M)

whose arrows are multiplications, commutes. Since Homg, 4(C, M), is a kernel,
the commutivity of this diagram follows from the commutivity of the diagram

((rlIMz ®CH @ Aij) ® Ajpy, —— (llIMl ®CH) @ Aik

l l

(1;[./\/11 ®C;fl)®«4jk — 1;[./\/(1 ® C;

whose verticals are induced by (42). Expanding the diagram and dropping products,
we must establish the commutivity of

(Ch®Aij) @ Ajg ., Ch ® A

o |

(Aij ®Cja)* ® Aij) @ Aji (Air @ Crt)* @ Ak
(82) ((Ch ® A7) ® Aij) ® Aji (Ci, ® AL) @ A
C;‘l ® Ajk Cy

v E

(Ajk ® Cr)* ® Ajik — (G @A) @ Ajy.

o
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Consider the diagram
(83)

CiAik —— (AikCi)* Aik — = (ChAL) AR —— O

a [

ChAi A ——— ((AiCri)"Aij) Aj

vl v

((AiCi)* Aij) Aje ——— ((Aij (AjxCri))* Aij) Aji I

=| |=

(Ch AT Aij) A ——— ((AjrCri) " A;) Aij) Ajk
C;-kl

| I

Ak — (AjrCri)* A; —= €A A —— Ciy.

7 =]

The outer top path of (83) (starting at the second row and first column) is the
right-hand route of (82), while the lower route of (83) is the left-hand route of (82).
Thus, in order to prove (82) commutes, it suffices to show every square in (83)
commutes. By the functoriality of ® and (—)*, the top left square, the second left
square and the bottom left square commute. The third left square commutes by
Corollary 6.3. Thus, to establish the result, we need to show the right-hand square
in (83) commutes. Define 3 as the composition

A 5 (A Aje)* = ALGAG.

Since the outer circuit of the diagram
(84)
(AirCri)* A — (Crr A Aik — Ciy
al al -

((AirCri)* Aij) Aji ((Crr A ) Aij) Ajk Ci
v gl E
(((Aij Aje)Cr) " Aij) Aji ((Cri (A AT ) Aij) Ajre. —— (C AT ) Ak

| 4 T

((AGaCr) " A7) Ai) A ——— ((AjrCri)" A7) Aij) Ajie ——— (AjnCr)™ A4

|

|

is the right-hand square in (83), the result will follow from its commutivity.

The upper-left and bottom right squares commute by the functoriality of ®,
the middle-left square commutes by Corollary 6.3, while the bottom-left square
commutes by Corollary 6.5. We leave it to the reader to check, using the naturality
of associativity, that the commutivity of the right square in (84) is implied by the
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commutivity of

A (A Ar)  —E— A Aw

v I
(AijAji)" (AijAjs) ——  Ox.

The commutivity of this diagram follows from Corollary 6.7.

7.2. Proposition 3.11, scalar multiplication. To show that
w:Homg, 4(C, M) ® A — Homg, 4(C, M)

is compatible with scalar multiplication, it suffices to show

w*

Chi®Ay —— (Aiu®Cy)* @ Ay

(85) uol l

C;kl m C;kl ® AZ ® A“

commutes, which will follow from the fact that

ChH®0x — 7 © Aii

(6) | I

(ChAL) @Ay — (Au®Ca)" ® Ay

commutes. To simplify notation, we write C for C;; and O for Oa = A;;. Expanding
the right vertical of (86), we must show that the diagram

#o'O
—

o (C*0)0 —"1— (C*((OC)(OC)*)O

:T lou

(87) e (cx(coc)m))o

(c*o"o — (0C)*O —— (ooc)Ho

oM

commutes. Let 3 denote the composition
n o' O n
0O —— 00 —— 000" —— 0CC*O*.
We leave it as an exercise to check, using the functoriality of ® and Corollary 6.3,
to prove that the commutivity of (87) follows from the commutivity of

co 9% oo —P (er(0Ce)0)o

(88) T lo#

(C*O")O ——— ((0CHO"O ———  (C*((CCH)O))O.

on €
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By the functoriality of ®, the diagram
(89)
/LBIO
(C*0)0O — c*O

d

(C*((0(CC*)0*)0 -2 (c*((cC*)0*)O0 —— ((0C*)0")O —L— (C*0")O

d I I

(€ (CC))O  —— (0C)0 —— O

op
#ol yo

(cxeyer _ ocr
€
commutes. In order to prove (88) commutes, we must show the top route of (89)
equals the identity. Since (89) commutes, it suffices to show its bottom route equals

the identity, i.e. that the diagram
(90)

ocr Mo ocro) —°., o (c*0)0
dl B

C*(CC*) —— (C*(CC*)O —— (C*((CC*)O*))O —— (C*((0(cc*)0*)Oo

ro € op

po' O
—_—

commutes. To prove this, it suffices to show

oo 2. 00 (00)(0*0)

| Thooro £

(0O0"O oo (0O)O")O - (oce))(0*0)

ou tO*0O
-

commutes. The right square commutes trivially while the left square commutes
since (O¢) o (n0) = idp. Let

7:C'R@(CRC*) = (C"RC)®C*
and
0:(C"0)®C—-C"®(0&C(C)

denote the canonical associativity isomorphisms. Since

((C*0)(CC))(0*0) —— (C*((0C)C*))(0*0)

o | [on

€ (e 0)  —— (C7(CC)(070)



SERRE DUALITY FOR NON-COMMUTATIVE P'-BUNDLES 61

commutes, in order to show the top of (90) commutes, it suffices, by the naturality
of associativity, to show

-1
to O e~ 1
RSN

o C0)0 (O (0*0)

oﬁ lugl

(91) (0C*)O ((C*0)0)(00)

]| K

((C*C)C)(0*0) ——— (C*(CC"))(0"0) —— ((Cr0)(CC7))(0"0)

v HO
commutes.
The commutivity of (91) is equivalent to the route in
(92)
(C*0)0 — . (C*0)(0*0) _to_, (C*0)0)(0*0)
ol e I
co —— CH00) ((Cc*ro)(cc*))(0*0)
H(SIJ( lualo luo
(C*O)0 —— (C*O)(0*0) — (c (ee))o*o
e~ 1 Ho
] b
(cr0)o ((€*C)Cr)(0~0)
(c*0)o oc*0) — C*O
(opu™1C*0)o(C*Opno) ou

beginning at the second row and first column and proceeding up and around the
outside of the diagram equaling the identity. Thus, to complete the proof that (91)
commutes, we show every square in (92) commutes, and we show the bottom route
of (92) is the identity.

We first prove that every square in (92) commutes. The upper and lower left
square commutes by the functoriality of ®. The commutivity of the upper right
square follows, in light of the functoriality ®, from the commutivity of

0o e 00

di K
CRC" —— O (C®C).
o

Since the maps O ® O “S O and O ® © 25 O are equal, this diagram commutes by
the naturality of the counit.
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The commutivity of the lower right square in (92) follows from the commutivity
of

(C*0)0 2, (c*(cc*))(070)

- B

o (C*C)C*)(0*0)

:l l

O ——  0Cr0)

op~?!
and, hence, from the commutivity of

Cc*0)0 —1— (c*(CC*)O

- |

o ((c*C)cr)O

:l l

COo —— 0C0).

on
Since the composition

cr Lo, cro —1 creer) —1— (cre)er —< 0Cr —24, ¢
is the identity, the upper route in this diagram is
-1
0 0 L2 cxo0 2E£ - 0(Ccr0)
and so the diagram commutes.

Finally, we must show the route in (92) starting in the first column and second
row and proceeding downwards is the identity. This is clear, and the proof follows.

7.3. Proposition 3.13(1), n is a morphism in GrA. We show
M @ Agi Homg, 4(C, M® ,C)k @ Api
4l I

Ml E—— HomGrA(C’M@AC)l

m

Nk @ Agi
==,

commutes for all k£ and [. The above diagram will commute provided the diagram
M@ Ay — ((M@ACL ® Clti) ® Ap
(93) ul J
M, E— (M ,C); ® Cj;
whose right vertical is induced by the composition
(94) ¢ 0 Ay —E— (A ®Cu)* @ A —= Ci @A ® Ay —— Cj
and whose horizontals are induced by the composition

M; ™ Homg, 4(C, M® €)1 — TI(M® ,C); © Cf; % (M ,C); ® Cj;
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(whose second arrow is the canonical inclusion and whose last arrow is projection)
commutes for all i. To show (93) commutes, it suffices to show the diagram

MpAy  —— (My(CriCf;)) Ari

‘| !

M, (MiCri)C};

o | !

(MiCii)Cly ——  (BMCini)C

l

(M 4€)iC;

whose upper right vertical is induced by (94), whose bottom horizontal and middle
right vertical are canonical inclusions, and whose bottom vertical is the canonical
quotient, commutes. To show (95) commutes, we claim it suffices to prove that the
diagram

(M AR)(CiC)  —1— (Mi(CriCpiy))Ar) (CiC;)

‘| l

M (CiiCrr) ((MkCri)Ci;) (CiiCry)

d l

(96) ((MiCa)Ci;)(CuiCl) —— (EMmCni)C3) (CuCiy)

l

(M@ ,C)iC) (CuCly)

d

(M@ 4C)iCr;

whose upper four rows are just (95) tensored on the right by C;; ® Cj;, commutes.
For, the vertices of (95) may be mapped to the upper seven vertices of (96) using

maps induced by the unit O RN Cy;. Since the tensor product is functorial and
since the composition

Ch L CheiyC S C

is the identity, the claim follows.
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Now we prove (96) commutes. To this end, we claim that each square in the
diagram

(M (CriCri) Ar) (CiiCl) —E— (M (CriCy))Cri)Ci

! I

(MrCri)Ch)(CuCly) —— (MChi)CJ;

(97) | |

(BMmConi)Ci) (Cuilly)  ——— B(MmCmi)Cj;

! !

(M ,0)iC)(CuC)  —— (M ,C)iC;

€

whose left verticals are the right verticals in (96), whose center right vertical is
the canonical inclusion, and whose lower right vertical is induced by the canonical
quotient, commutes. For, the bottom two squares commute by the functoriality
of ® We leave it as an exercise in the naturality of associativity to prove the
commutivity of the top square follows from Corollary 6.7. We also claim that the
diagram

S (M (CriCiiy)) Art)Cli —-— %(Mk(ckiczi))cki

di E

(98) DD (M Ak)Cri — %Mkcm
‘| |
E?Mlcli  — (M@ 4C);

whose unlabeled morphisms are canonical quotients, commutes. To prove the claim,
we note that the bottom square commutes by definition of M® ,C, while the top
commutes by the functoriality of ®. Thus, (98) commutes.

To complete the proof that (96) commutes, and hence that (95) commutes, we
note that the outer circuit of the diagram resulting by putting (96) to the left of
(97) commutes since (98) commutes. Since (97) commutes, we may conclude that
(96) commutes, as desired.

7.4. Proposition 3.13(1), ¢ is a morphism in Gr.A. We prove

(Homg, 4(C, M)® 4C) @ Apy SEAL My, @ Ap

3l I

(Homg, 4(C, M)® ,C); — M,

€
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commutes. That is, we show the diagram
(99)
(%(MGrA(CaM))mcmk)Akl — (S]?L(l;IMicfm)ka)Akz — M A

1 |

O(Home (€, M)mCmi ——  OUMCL)Cm —— M

m

whose left horizontals are the canonical inclusions and whose right horizontals are
induced by the composition

(IM; © C},) @ Cg —— (M ®Cpj) © Cj —— M,;
commutes. Let

a: (Homg 4 (C, M)y @ Cini) ® A — (IM; @ Cphi) ® Cngs) © Apy

be the canonical inclusion. We first reduce the commutivity of (99) to the commu-
tivity of the diagram
(Homg, 4(C, M) Cruk) Ari
‘|

((LIMGCi)Coni) A — s (MC)Crke) A

(100) | |
(MCrr,1)Crmi ) A — (MiAL)Crp)Crnte) ARt

(MC1)Co —_— M,

€

whose upper right vertical and middle horizontal are induced by the composition

(101) M (Conte ® Ap)* _= Af, 0Crh, .

ml

To this end, we note that, by definition of Homg, 4(C, M), the diagram
(Homg, 4(C, M)mConk) Ay —— ((LIMiCi)Coni) At

o |

(102) ((LIMGC)Conk ) At (MrCrp)Cink ) At
(MC,1)Cmk) At — (MAL)Crp)Crnte ) Akt

whose bottom horizontal is induced by (101) and whose bottom right vertical is
induced by

(103) M; — M; @ (A ®Afj) ., M; ®A;‘j
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commutes. In addition, the diagram
(MiCr i )Cmi) Al —— My A
(104) | |
(MeAR)C ) Conk) At ——— (MiAR) A

whose verticals are induced by (103), commutes by the functoriality of ®. Finally,
the diagram

MyAy  —— M,
(105) | |-
(M Ag) Ay ——— M,
whose left vertical is induced by (103), commutes since the diagram
M A R M,
(M Agr) (Afy Axt) — Mu(AfAw)

commutes by the functoriality of ®. Since (102), (104) and (105) commute, the
outer circuit of the diagram we get by placing (105) to the right of (104) and (104)
to the right of (102) commutes, i.e. the diagram

(Homg, 4(C, M) Con) Ay ——— ((ri[MiC;n)ka-)Akz

o| |

((LIMGC ) Conie) A (MiCrp)Cink ) At
((MiCr1)Coni ) At M A
n
((M(ALC ) Coni ) ARt M,
(MyAS;) A — M,

commutes. Thus, to prove (99) commutes, it suffices to prove that the outer circuit
of (100) commutes. We note that the top square in (100) trivially commutes. We
leave it as an exercise in the naturality of associativity to show the commutivity of
the bottom square in (100) follows from Corollary 6.7.

7.5. Theorem 4.4, d; is an epimorphism. Let £ = A; ;1 so that 11 = £
Let a : Q; — & ® &4+1 denote the canonical inclusion, and let § denote the
isomorphism

Eiv1 —— £1(2:Q)) —2— Eip1((Ei&ir1)QF) —— £ Qr.
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Finally, let ¢ : Q; ® ;424 — &; ® e;41.A denote the morphism of right A-modules
whose kth component is the composition

Qi ® Aitar —— (£ ®Eit1) @ Aipary ——— & ® A1k
We prove the morphism
Y Homegra(E ® e A, et A) — Homeea(Qi @ €424, el A)
induced by v is an epimorphism. Let ¢ be the epimorphism
i1 & —1— (Ai1E5)(Q:Q7) £, A i1Eip1QF —F— Api207

We show the diagram

Api1E —— Homgraleir1 A, efA)EF —— Homgra(Eieit1A, e A)
(106) o v

ALit2Q] —— Homera(€iraA e A)Qf ——— Homgra(Qieira A, el A)

whose right horizontals are the isomorphisms in Theorem 3.16 (4) and whose left
horizontals are induced by the composition of the unit of the adjoint pair

(=@ 4 A, Homg, 4(A, —))
with the isomorphism
Homg, 4(A, et A 4 A) — Homg, 4(A, e A)
induced by the multiplication isomorphism
e AR 4 A — e A

from Proposition 3.5, commutes.
The diagram

Aip1Ef — Homga(A, @l AR 4 A)in £
(ALi1E)(QiQ7)

! s

(Ari1E)(Eiir1)Q))

Ais1(Ei1Q)  — Homg 4 (A, e AR A)it1(Ei41QF)
ul y

A 29 ——  Homg (A et AR 4 A)i12Q]

Nit1
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whose left column is ¢, commutes since the counit of (—® 4A, Homg, 4(A, —)) is
an A-module morphism. In addition, the diagram

Homg, (A, et A® 4 A)i1EF ——  Homg (A, erA)i1EF

5| E

Home, 4 (A, e AR 4 A)i11(£i11Qf) ——— Homg, (A, e1A)i11(Ei11Q7)

a |

Homg, 4(A, elA@A-A)H-? Q; —_— Homg, 4(A, e1A); 4297

whose horizontals are the isomorphisms from Theorem 3.16 (4), commutes by func-
toriality of Homg, 4(A, —) and ®. Thus, to prove (106) commutes, it suffices to
prove the diagram

Homgra(eit1 A et A)E;  ——  Homgra(Eieir1 A, el A)

d !

(107) Homgra(eir1A, e A)(Eir19F) Homgea(Ei(Eir1€i42A), e1A)

4l B

Homgra(eiva A, et A)Q; ——  Homgra(Qieit2A, e A)

whose upper right vertical is induced by multiplication £;+1 ® €;424 — e;41.4 and
whose horizontals are induced by the isomorphisms in Theorem 3.16 (4), commutes.
Let £ =&; and let Q@ = Q;. To prove (107) commutes, it suffices to show, by the
definition of Homg, 4(—, —), that the diagram

f+1,j5* — (gAi+1,j)*
Wl JV/L*
Ai ;(E7(QQY)) (E(E" Aiya,5))
(108) 1 (EF((E€7)QM)) (QAiy2,5)*
F(E7Q) 2,9

<] T

(€7 Ay ;)" (€7Q7) —— (Af5;€7) @ (£7Q7)
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commutes. In order to prove that (108) commutes, we notice that (108) is the outer
circuit of the diagram consisting of the diagram

(109) . *
Al € — (EAis15)" — (E(E" Aiyay))*
(Af+1,j7(7‘£<(QQ*)) — (5Ai+1,})z(QQ*) (5*Ai+{j)*8*
( ng@iiﬁfﬂéﬁ» — (€AH4jV;€83Qﬂ (fﬂ%+zﬂ$;?(99ﬂ)
E‘H,jE*Q*) (E(E" Atz J)l)u *((£€9)Q") (E*sz,j)*l(_(i’*(gg*))

t*
<—
I

(€7 Aig2 )" (€7Q7)  ——— (E"Aige)"((E7(€7))Q7) ——— (7 Air2)"((€7(€€7))Q7)

n =
to the left of the diagram

(E(E Asa,))" s (QAiay)”
(S*AiJrZ,j)*g* z+2jQ*
(110) nl Te
(£ Aizaj)*(£7(QQ")) (Af,o ,£7)(E7Q")

(€7 Aiga,;)"((E7(E€7))Q7) ——— (E7Aig25)"(E7Q7).

Thus, to prove that (108) commutes, we need only prove (109) and (110) commute.
We first prove (109) commutes.

The upper left and middle left squares in (109) commute by the functoriality
of ®. To prove the right rectangle in (109) commutes, we decompose it into the
diagram

(EAisr,)* £ (E(E* Aiya,))* = (E* Aira,)*E"

di K |
(EAi1,)7(QQY)  — = (E(E7Ai2))"(QQ7)  ——— (M Ai2)"(£7(QQ7)
o la la

(EAi+1,5)"((E€1)Q7) ——— (E(E7Ai2))"((E€7)Q7) —— (£ Aip2 )" ((€7(£€7))Q7)

whose squares commute by the functoriality of ®. To prove the lower left square in
(109) commutes, it suffices, by the naturality of associativity, to show both squares
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in

(EAip1y) e — (E(E" Aiyay))*E

=| |=

(A ;)€ —— (E"Aita )" (E7E)

|l I

f+1,j —’M* (5*~Ai+2,j)*

commute. The lower square commutes by functoriality of ® while the upper square
commutes by Corollary 6.3.

Thus, in order to prove (108) commutes, it suffices, in light of the commutivity
of (109), to prove that (110) commutes. We leave it as an exercise in the naturality
of associativity to show that Corollary 6.3 implies that the commutivity of (110)
follows from the commutivity of the diagram

i+2,(E€7) —— i+2;2
2, (E7ET)
" Te
(Af2,;(E7E))(QQ7)

(Afj2 i (EEN))((EET)QT) ——— Al ;((€77E7)Q7).

The commutivity of this diagram follows, by the naturality of associativity, from
the commutivity of

(EE)(QQT) ——— (E7E7)((€€7)Q").
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The commutivity of this diagram follows from the commutivity of each of the
squares in the diagram

(55*)* o Q* = Q*
(€€7)7(QQ") ——— (£€7)"((£€7)Q7) (& (e78))er) Q"

| - T

(EENQQY) —— (E7EN((€€7)Q7) —— ((EE7)E)Er)Q

«
whose bottom right horizontal and bottom right vertical are associativity isomor-
phisms. The upper left square commutes by definition of the dual morphism while
the lower left square commutes by the functoriality of ®. The right hand square
commutes by Lemma 6.2, and the result follows.
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